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ABOUT PHYSICAL INFORMATICS

(Gurevich I.M. About Physical Informatics. IV Inteational Conference
“Problems of Cybernetics and Informatics”. (PCI'2R1September 12-14,
Vol. lll. 2012. Baku. Pp. 54-57. http://www.pci2Q%Rience.az/4/18.pdf)

Abstract Physical informatics is information background ohyspics:
informatics laws have general, universal charaatperate in all possible
universes with different physical laws. Informatilesvs precede physical
laws. Definitions and estimates are given for infation characteristics of
physical systems (fundamental and elementary pestiatoms, molecules...,
star objects, galaxies,..., the Universe as a whahdrmation restrictions
on interaction of physical systems are receivedysieal Informatics is
Science of modern Information in Physical and Cleaifbystems, including
Quantum Informatics, and is the basis of Inforngat€ the Living Systems.
Informatics laws together with physical laws willoav to open all secrets of
nature, in particular, to construct the theory wéigtum gravitation.

Keywords— Physics, Informatics, Physical informatics
1. INTRODUCTION

Ursul A.D. predicted in 1968 in his book [1] "Thetdre of the information:
" The properties of space and time will be studigdnethods of information
theory more than ever before when they were matlgied by methods of
physical theory (e.gspecial and general theories of relativity, Eingteto,
physics and information theory interpenetrate eeitter, that, in general,
leads to the creation of two major synthetic dikcgs - the special
application of information theory (and most likeaynumber of its branches -
a thermodynamic and quantum) physics and informatioThe
interpenetration of physics and information thearythe development of
informatics has formed a synthetic discipline "Rbgkinformatics" [2, 3].

2. SOME HISTORY

Many eminent scholars have noted the importanagefofmation [1, 4-6]. J.
Wheeler, "My life in physics seems to me to spitbithree periods. The first
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of them, stretching from the beginning of my caraed the beginning of the
1950s, | was captured by the idea that "Everythgg particle." | was
looking for ways to build all the basic elementswdtter (neutrons, protons,
mesons, etc.) of the lightest, most fundamentatighes - electrons and
photons. The second time | call the "All is a flelNow | have caught a new
idea: "Everything is a information” (1962); E. St42000) "... identify some
of the laws that are similar to the laws of conagdon of energy and
momentum, but used in relation to the informatiowl aetermine the most
gquantum mechanics "; B.B. Kadomtsev (1999): "In ngoito study
increasingly complex systems is the structural aridrmation aspects of
their behavior and development of the foreground #me dynamics of
creating a framework for Information Development. diew of quantum
processes in the microcosm of the world the picheeomes even more
complex and richer in terms of information behavitfor the first time an
analysis of physical processes using the concdpisfarmation has been
made by A. Einstein (1905). L. Szilard (1929), smedg the thought
experiment, "Maxwell's demon", has shown that thieopy lost by the gas
due to separation of molecules on the slow and fasictly equal to the
information received, "Maxwell's demon." I. Von Nwann (1932)
introduced the notion of quantum entropy. Neumarerigropy of a pure
state, by definition, is zero, but physicists témdlescribe and study quantum
systems using this entropy. Shannon (1948) intreduthe concept of
information entropy. Information defined by the 8han entropy in bits
(nats) is a universal measure of uncertainty (meétron) of the classical and
the quantum systems. The systematic applicationfofmation theory to the
analysis of physical phenomena and processes wwaseaqily first performed
by Brillouin (1960). "We now introduce a distinatidoetween two kinds of
information: 1) free information, which occurs whe@ossible cases are
treated as abstract and has no particular physigaificance, and 2) the
associated information (bound information), whicbcurs when possible
cases can be presented as a microstate of a phygatam. "L. Brillouin
(1959) showed that a binary unit of information &guo the energy of the
Boltzmann constant multiplied by temperature artdreged by the volume
of information contained in a physical law. Penr(@s889), Hawking (2005)
and others have used information-based approaitietprocess of formation
of black holes. "Can information disappear durihg formation of a black
hole? Where can it go? The black hole swallowetbds of information, but
does not destroy it completely. During evaporatioh a black hole
information comes out of its embrace. " A. Zeiling#999) put forward the
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following principle as the foundation of all podsibquantum theory,
presenting two of his statements: 1) an elemersgstiem represents the truth
value of a proposition, and 2) an elementary systamies one bit of
information. S. Lloyd (2001) postulated: 1) the drean Margolis-Levitin,
and 2) the total number of bits available for pssteg in the system is
limited by the entropy of the system. 3) The rdtéaw of information is
limited by the speed of light. These three limite applied to assess the
ability to process information universe. In part&uit is estimated, and the
total number of bits available in the universe tompute, and number of
elementary logical operations that can be perfororethese bits during the
lifetime of the universe. The total number of lmftsmatter (the result of the
author, 1989). Gurevich .M. (1989-present) orgasizknowledge in
complex systems, information practices on the basdistheir research
informatics laws and conducts studies of complestesys based on these
laws. The main results of the author are: the tieseof the existence of
natural laws more general than the physical ontdee-taws of informatics,
defining, limiting physical phenomena and procesiges6], and prior to
physical laws, the wording of the laws of sciertbe; estimate of information
volume in the universe. The number of scientistsp wise the information
approach and information methods in physics rebe@ancreasing rapidly.
At the beginning of 2010 there are many interestuagks, including works
by Erik Verlinde. Lee Smolin. N Jarmo Makela. Rodgn Caia, Li-Ming
Caob, and Nobuyoshi Ohta. Lorenzo Maccone [5-6].

3. DEFINITION OF INFORMATION

Along with matter and energy the Universe containsludes information.
Information is an integral part of the Universe eTiandamental principle of
gquantum mechanics postulates that elementary @lysystem carries one
bit of information. “Information is heterogeneitgtable for some definite
time” [4]. Regardless of the nature of heterogenerould it be letters,
words, phrases or - elementary particles, atomdecules, or - people,
groups, societies, etc. "By information we meantabls for some time
heterogeneity arbitrary physical nature. Thus, aratter in a book, an atom,
molecule, an elementary particle, a star, drawpanting, plowed fields,
woods and other heterogeneities contain and cafoymation. "Classes of
heterogeneities: physical, chemical, biologicablggical, technical, social,
economic [4-6]. The measure of the degree of hgésreity or information is
Shannon's information entropy (entropy, by Neumsuaigfinition, can not be
used as a measure of heterogeneity, since itasfaera pure state which has
a structure) and other information characteristioformation divergence,
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joint entropy, mutual information). This leads toetuse of information
research methods as information itself, and itateel matter and energy.
This approach provides new and sometimes more glemsults with respect
to the results obtained on the basis of only playdaws. Ursul A.D. in 1968
in his book "The Nature of the information. Philpkacal essay"” [1] gave a
close to the above definition of information:" first of all, information
related to diversity, difference, and secondly hweflection. Accordingly, it
can be determined in the general case, as reflelojedhe diversity.
Information - this variety, which contains one atjéor another object (in
their interaction) ... But information can be vielvas diversity that is the
result of reflection as to the object itself, tieself-reflection. ... Information
iIs a property of matter, which is universal ... Téwncept of information
reflecting both objectively real, independent ok tBubject property is
inanimate and animate nature, society, and theeptiep of knowledge and
thinking ... Information in this way is inherentlhoth material and ideal. It is
also applicable to the characterization of matied the characterization of
consciousness. If the objective information cancbasidered property of
matter, the ideal, subjective information is a eefion of the objective,
material information” "V.M. Glushkov in a number afharacteristic
information as a measure of heterogeneity in tls¢ridution of energy (or
matter) in space and time ... there is informatmithe extent that there are
material bodies, and therefore he created heteeagéninterestingly, in his
book Ursul A.D. noted that "heterogeneity - is &otexpression of the form
diversity."Information - is stable for some timevelisity (heterogeneity) of
any physical nature (animate and inanimate madtaiety, mind), described
and studied by all applied sciences, which has mbeun of properties,
primarily a reflection. Informatics is the sciengkinformation. The subject
area of informatics: Natural systems (living anahlnong), a system created
by civilization, including social and economic sysis. The study of
information laws (in specific subject areas andyeneral). There is not a
single definition of science, which would not bespecial case of this
definition. This definition can not affect, limithgone's research interests,
can not cancel, deny any known or future directoingsearch” [5].

4. PHYSICAL INFORMATICS. MAIN RESULTS

Physical Informatics is the science that studieyspmal systems by
information methods. This discipline is created,intyain the works of

Gurevich .M. [3-6]. It is shown that informatioaws together with physical
laws can be an effective tool for understandinguratsystems and the
Universe as a whole. The relationship between physimass, energy,
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entropy,...) and information characteristics (unaatya (information) and
information divergence joint information entropy,utunal information,
differential information capacity of matter) makes possible to use
information research methods assessing the physieaacteristics of
systems. Information laws (the laws of informatias® universal, operate in
all possible universes. The main characteristics haterogeneities
(information) of physical systems are: uncertaiityformation) [7] and
information divergence [8] observed (observableguentum mechanics
called any physical quantity that can be measuaad, the results of the
experiment must be real numbers) and states (@he st a physical system
defined by the vector in a Hilbert space), whiclarelcterizes the volume of
information (information capacity) of the heterogay; joint information
entropy [7], which characterizes the unitary transfation, mutual
information [7], which characterizes the interactiof physical systems;
differential information capacity of matter [5, @lhysical systems, objects,
the observable are described by the informatiomadteristic - uncertainty
(information). A measure of uncertainty (informaxjois Shannon’s
information entropy, defined as functional on wawection or amplitudes of
probability. C. Shannon [7] has entered the concept of infaamagntropy.
Entropy of a discrete random variable: H=p; log, p; [bit] (H=—2 p/In p;
[nat]), Entropy H of a continuous random variable) = - p(xlog, p(» dx [bit],
(H =-I pInpydx [Nat]). Heterogeneity of physical system is described by
information characteristic of divergence, defined fnctional on wave
function or amplitudes of probability

Presence and properties of the heterogeneity selidbybution r, will be
estimated by information divergenaegr/ r) [8] distributions P concerning
uniform distribution r D(P/ R) = -/ R(}og,, (R Y/ R ¥d, where px - the

distribution corresponding to heterogeneity, ang - uniform distribution to
interval o< x< a.

0 if —o<x<0
R(X) = i ocxab. If p(x IS defined on interval os<x<a information

a
0 if a<x<o

. . a
dlvergence IS equal o= —Iogza—j P(x)Elog2 P(X) dx= N-Iog2 .
0
Information divergence concerning uniform disttibn differs from

uncertainty (information entropy) ORlog, a.
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Unitary transformations are described by the infation characteristic of
joint entropy[7].

Let's define the unitary operator (transformatiompjtary matrix u = | |
Shannon matrix srw) = [wny| <[y /4. ii=1.n which elements are

elements of a unitary matrix, divided of .
Let's define on Shannon matrix the final probapilgpace: seto of
elementary events (outcomes) is made by steamastt bectors;;, x; bases

y and x; their probability measure is set by squares ofluhes of elements
in Shannon’s matrixes; (sH(u) =M /n (probability of joint realization of

states y, and x; at measurement of states in basis x).

n
2 pj (SH() =
= |

_1- /fr‘ == zlm =1. At such definition of final probability

nij

space for conS|dered unitary mattix |u,|at measurement of states basis

. L . 2
xthe probability of realizationy, and xj IS equal to pjj (SH(W) = (L/ 1) ﬂ‘ ,
2 n n n n 2 .
“‘ =1/r, X 3 pi(SH(U) =¥ ¥ )1/n) -ﬁ‘ =1. Thus, the matrix of
i=1j=1 i=1j=1

n n
2 pjj (SHU) = X @1/n)
=1 i=1

is defined on Shannon’s

2
[l
matrix to a matrix unequivocally. Using a matrix jofnt probabilities, we
will define the joint entropy corresponding to w@mt matrix u =|u

joint  probabilties.p(siu =[|usy(]

ij || -
n n
H(U) = H(P(SH(U))) = —. Z

Lbhu(u)‘ '092‘%”(“)‘ 21 Z (u u‘ ’”)'092(“%1‘ /'n).

Interaction of phyS|caI systems, objects is desdilby the information
characteristic - the manual information.
The manual information,  of random variablesc and y is equal to [7].

ly =Ny * Ny= N, Wheren,, n, - uncertainty (information entropy) random

variables x and y; n,, - joint uncertainty (information entropy) random

variables (x,y). The communication information can be consideredaa
measure of entanglement of physical systems.

Differential information capacity of matt¢t, 5].

There are some types of matter with different ddpane of volume of the
information (information capacity) on mass, inchgti - Linear for usual



10

substance owm , - Square-law for black holesim?, Linearly-logarithmic for
neutron stars and white dwarfs) m 1og, M . Generally, mass dependence of

information volume in substance looks liket ). Variation of information
volume in matterai at variation of its massv is defined by differential of
function 1=fm) di =@f(m)/dmydm = F(mam. The derivative of information
volume on mass (di /dm) = (df / dm) = F(m) [bits/ kg] IS characterized by

differential information capacity matter - to chanthe mass of matter per
unit (am =1) changes the volume of information in the mattethe extent
equal to the differential information capacity- ') .

The informatics laws of nature are [4-6]: the lafvsonplicity of complex
systems, the law of uncertainty (information) cowagon, the law of
finiteness of complex systems characteristics|atheof necessary variety by
Ashby W. (1956), and the theorem of Godel K. (193he main principle of
guantum mechanics by Zeilinger (1999) is: elememiaysical systems
contain (carry) one bit of information. The law ffiteness of complex
systems characteristics and the principle of necgssariety by Ashby
impose restrictions on the topology and symmetrthefuniverse. The main
results obtained earlier by the author, publisimeldi6, 9-10]. Further, and in
the report [11] new results of the author are prese

1) Fundamental limits on information capacity sgggadevices and on
productivity of informational systems. Estimates ¢fe amount of
information in the atoms, amino acids, nitrogengusunds, the differential
information capacity of a substance are determbeflindamental limits on
information capacity storage devices. Differentialormation capacity of
storage devices, built on the basis of atoms doeexceed=10% bits/kg,
and the information capacity of the storage mags<hk®bits, and it can be

increased by no more thaet* times. The last limitation is the most powerful
fundamental limit on the nature of information ceipa of natural and
artificial systems.

The difference between the energies of the basiessbf the hydrogen atom,
considered as a @-bit, impose fundamental limitestion the speed of
computing devices. The number of operations issBadi by a hydrogen
atom, a q-bit, limited«k .=2ae/2=151d?> operations per second. The

productivity of the computer built from atoms ofdmggen, which mass is

one kg, is not more than *mp/sec. Restrictions?® bit/kg, 10*° (op/sec)/kg
you can be added a number of fundamental naturatsli including the
speed of light, the elementary charge, Planck’s tim

op/s
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2)The program Estimations of Information Charastes of Molecules
(EICM) is designed to calculate the informationad@cteristics of the
molecules (the volume of information in the struetwf the molecule, the
volume of information in the molecule), a descoptwhich is stored in An
Information Portal to Biological Macromolecular &ttures (Protein Data
Bank): http://www.rcsb.org/pdb/home/home.ddhe method and algorithm
for calculation of volume of information in the wtture of molecules, the
molecules are developed by I.M. Gurevich and M.Rstigneev. The
program is designed by M.A. Puchkov.

* Gurevich .M. and American, CanadiaBuropean, Chinese.scientists
confirm the primacy of information laws.

 Information laws (the laws of informatics) defimad limit the laws of
physics.

» Use of information laws (laws of informatics) éonjunction with physical
laws to reveal all the secrets of nature, in paldi; to construct a theory of
guantum gravity.

5. CURRENT PROBLEMS OF PHYSICAL INFORMATICS

Taking into account the received results we lisg turrent problems of
physical informatics.

1.Development of information research methods ofsmal systems -
physical informatics.

2.Evaluation of information characteristics (infatmon entropy, information
divergence, a joint information entropy, mutualoimhation and differential
information capacity) of physical, chemical andlbgcal systems.
3.Estimates of the amount of information in phykicehemical and
biological systems.

4.Derivation from the laws of informatics physitalvs.

5.Joint application of energy conservation law andertainty (information)
conservation law for calculating the characterssté physical systems and
processes.

6.The study of information interaction of physiegktems.

7.Formation of information restrictions on the fatmon, development,
interconversion of physical, chemical and biologgstems.

8.The study of information characteristics of quamt computers and
guantum computing.



12

9.Formation of fundamental constraints on the attarstics of information
systems.

10.Estimation of volume of information that defindge appearance and
development of the universe. Estimation of hetemegees mass containing
this information.

11.Study of the universe's expansion as the candesaurce of forming
information in the universe.

12.Formation constraints on the control of the arse.

13.Formation of restrictions on the cognition c# tmiverse.

14.The study of methods of forming the classicakrfrarized, copied)
information in the universe.

15.Analysis of information characteristics of extraestrial civilizations.
16.Determination of the minimal cognition subject.

17.Study on a compact representation of knowledgecanservation of the
accumulated knowledge of civilization.

18.Development of information bases of the theofygoantum gravity,
“Theory of Everything."
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«ALL FROM A BIT»

J.A. Wheeler

Along with matter and energy the Universe containsludes information.
Information is an integral part of the Universeckghysical system along
with physical characteristics has information chagastics. Information is
inseparably linked with matter and energy. Scststistudy physical
characteristics and physical laws when they studyormational
characteristics and informational laws. The regpodvides an overview of
the fundamental results obtained by the outstandoigntists: Einstein A.,
Neumann M., Shannon C., Wheeler J., Janes E.o8nllL., Everett. H.,
Zeilinger A ., Lloyd S., ... The findings of invesétion gained by the
author, including the results published in the wgok the International
conferences «Problems of Cybernetics and Inforsateze enumerated. The
basic result of the author is formulation of natsilaws by means of more
general, than physical - informatics laws [1-8he author conducts
research of complex systems, including physicaltesys, in terms of
informatics laws. The informatics laws define, itirphysical phenomena
and processes. The informatics laws precede thgigdiyaws. The quantity
of scientists using the information approach anirmation methods in
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physical researches, quickly increases. There areymworks that appeared
in the beginning of 2010. Among them there arefdfiewing works [7-12].

The 1-st approach. (Gurevich)

The starting positions. Information is physical dregeneity. The
information characteristics of heterogeneity: Stwars information entropy,
information divergence, joint entropy, communicatioformation [14]. The
informatics laws of nature are [1-6]: the law ompiicity of complex
systemsthe law of uncertainty (information) conservatitime law of
finiteness of complex systems characteristicsjateof necessary variety by
W. Ashby; the theorem of K.Godel. The main principle of quantum
mechanics by A Zeilinger: elementary physical systeontain (carry) one
bit of information [15].

The law of finiteness of complex systems charasties and the principle of
necessary variety by W.Ashby impose restrictionsopology and symmetry
of the Universe: time is one-dimensional Euclidepace. Space is three-
dimensional Euclidean space. Time is homogeneqaceSis homogeneous.
Space is isotropic. Space is flat. The Universtis-dimensional pseudo-
Euclidean space. The law of simplicity of compleystems, the law of
information conservation impose restrictions ongxtgl transformations of
the space-time and transformation of internal sytrynejacobian
transformations are equal to 1. Transformationdiaear. Equality to one of
the determinant of linear transformation definést tamong the space-time
transformations only translations and own rotatiars physically possible.
Irreversibility of time, not the own rotations, letions are forbidden and
physically cannot be possible (1989) [1]. Equaldyone of the determinant
of linear transformation defines, that among tramsftions of the internal
symmetry, only unimodular transformations are ptaiby possible.
Restrictions on symmetry of the space-time defirtgysigal laws of
conservation. The homogeneity of time defines tlasv lof energy
conservation. The homogeneity of space defines ldve of impulse
conservation. Isotropic spaces define the law afseovation of impulse
momentum. The principle of field interaction impsseestrictions on
interaction process: the interaction of particles carried out through
corresponding fields. A particle «does not needrtow interaction laws it
must feel a field».

The law of simplicity of complex systems and thev laf information
conservation allow to select the most simple mqdedequately describing
the Universe: the Universe is identical to Metagglahe Universe is a
homogeneous object; the Universe is an isotropjectibthe Universe is a
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flat object. Increase in the scale factor of inflaary expansion of the
Universe makes approximatetyo* times.

It is shown, that the estimates of the joint goyrof matrixes mixture
of electroweak interaction according to differentlependent experimental
data, are close to the estimates of the joint pgtiaf matrixes mixture of
quarks. It testifies to the uniform informationadaphysical nature of strong
and electroweak interaction.

Taking into account Zeilinger’'s principle the basitormation principles of
guantum mechanics construction are defined. Inquéatr, necessity of
sharing the law of energy conservation and the lafv uncertainty
(information) conservation is defined.

Hawking'’s formula for the black holes (informatidrspectrum of radiation)
is deducted (2007) [4]. The formula for the infotroaal spectrum of
radiation of neutron stars and white dwarfs is aéetli (2009) [6].

Existence of several types of substance with idiffe dependence of
information content on massM (including, linear for usual substance and

for dark substance owm, square for black holesom?, linearly-logarithmic
for neutron stars and white dwarfs m 1og,m , zero for dark energy=0) is

disclosed (2007-2009) [4-6].

Consumption of energy (mass) for the creation oframnformation and
classical information (remembered, played back) ddferent types of
matter are determined.

At standard model of the Universe expansion thessmef usual
substance decreases. At expansion of the Univatseawaceleration the mass
of usual substance in the beginning decreasedhesac minimum, and then
increases (2007) [4].

Existence of optimal black holes is disclosed ahdracteristics of optimal
black holes (minimising the volume of informationa part of the Universe,
and the Universe as a whole) are researched (24D7)

The structure of the Universe with the informatmmimum is determined.
Limitations on the volume of information in the Warse are defined.

At the approach 1 for the estimate of informatia@iume in physical system
the use of holographic principle is not requirecheTprocedure of the
estimate of information volume in physical objectssists in the following.
At first the volume of information in the lower lelv objects — the
fundamental particles (leptons and quarks) is edg8ch According to
Zeilinger’s principle, we consider, that in the lemlevel objects - one bit of
information contains. Further the volume of infotioa in the objects of the
second level is estimated. It is equal to the totdhe information volume of



17

objects of lower level plus the volume of informat contained in the
structure of the object of the second level of drielny (mesons, baryons).
The volume of information in the structure of oltjet the second level is
estimated on a wave function of the object of theoad level. The volume
of information in objects of the following levels similarly estimated.

Direct estimates of information content in physisgétems are given (2007-
20009) [4-6].

It is shown, that the space uncertainty (inform@tion the particle layout in
space spots the Newtonian gravitational poteriti first derivative of
information on radius), strength of gravitationalld (the second derivative
of the information on radius): the type of gravdatl potential isO1/r
(2008, 2009) [4, 6], the type of strength of gratrd@nal field isO1/r* (2008,
2009) [4, 6]. The same is true for Coulomb intamactpotential and field
intensity strength of Coulomb interaction.

It is shown, that to four known types of interaati(gravitational,
electromagnetic, strong and weak) one should adel wmore type of
interaction - informational interaction (2007) [4].

The informational models of cosmological objedtdack holes,
neutron stars, white dwarfs, stars of solar type) developed (2007-2009)
[4-6]. The procedure is developed and the estin@atagormation volume in
cosmological objects is given (2007-2009 [4-6].

: The informational limitations on forming and mmg of black holes
are received (2008-2009) [5-6].
Existence of initial discontinuities of the Univers(with the use of
informationaldivergence) is proved. The estimates of initiacdrginuities
mass of the Universe are given.

Expansion of the Universe from initial heterog&naejenerates new
heterogeneity (information). The Universe expansisnthe reason and
source of information formation. Various physicabgesses in the extending
Universe form information (1989 - 2009) [1-6].

_ Curvature of the Universe also generates hetesstygiinformation).

It is shown, that the volume of information, shapec frame of reference,
moving with acceleration, is equal to=-log, J =-log,v1-ax/c* =ax/c*. J-
jacobian,a-acceleration x-coordinate,c-speed of light [6, the second issue
of the book]. We will pay attention to the analogy the effect Unru.
Appearance of thermal radiation in an accelerataohé of reference in the
absence of this radiation in a counting inertiadteyn is the appearance of
additional information in an accelerated frameedférence in the absence of
this information in a counting inertial system.
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The estimates as far as possible and as low asigatsle, and also of the
flowing volume of information in the Universe arevgn. The estimates of
the main informational characteristics of the Umndee are given (1989 -
2009) [1-7].

Statement of the Universe management problem engi2007) [3].

From the informational point of view the necessitly physical systems
description (quantum mechanics) by means of nosiclas probabilistic

logic is defined (2009) [6].

It is shown, that in all possible Universes theoinfatics laws and likewise
physical conservation laws operate (2009) [6].

The logic structure of nature’s laws governs tiagas of the Universe
emergence and development. From two events in theetse life there is
earlier that event, which logically precedes thbeot During the initial
moments of time information laws of nature operafdte information laws
either have been set in initial "design" of the \émse, or were contained in
initial heterogeneity of the Universe or have beenfrom the outside of the
Universe.

Expansion of the Universe from the initial heterogity has generated
the heterogeneity (information): various typesraéraction; various types of
particles and fields corresponding to them; varidypes of atoms,
molecules; various types of stars, planets; the,Lif

The 2-nd approach (Lisi, Verlinde, ... [8-13]).

The starting positions: the first law of thermodymes, the second law of
thermodynamics, holographic principle, Hawking'smoila, Unru effect.

Unru effect (radiation Unru): predicted by a quantuheory effect of
observation of the thermal radiation in the acegést frame of reference in
the absence of this radiation in the inertial systef counting. The
temperature of the observable Unru radiation eg@ethe same formula, as
the temperature of Hawking's radiation, it depenus only on the
superficial gravitation, but also on the acceleratof frame of reference
T =nal27rke. a-accelerationc-speed of light,nz-reduced Planck constark;
Boltzmann constant. The volume of information inygbal systems is
evaluated on the basis of the holographic principle

The main effects: proceeding from the principlentdximum entropy the
necessity of probability description of physicastgms (quantum mechanics)
(2006 [8] is stated, from informational aspect am@otted: the law of
gravitation (2009-2010 [9-11], the second Newtdaws (2009-2010) [9-11],
Fridman’s equations (2010) [12], irreversibilitytohe (2009) [13] is shown.
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Conclusion

The works of the author and foreign scientists (Aoam, Canadian,
European, Chinese ...) are confirming primacy of rimfational laws: the
informational laws (informatics laws) define angtrect the physical laws;
the informatics laws have general, universal charaoperate in all possible
universes, even in the universes with differentsadgl laws. The given data
show, that the priority use of informational methad physical systems
research belongs to the author, though the laglisesf foreign scientists are
very interesting and important. The informatics davogether with the
physical laws will make it possible to open allrets of nature, in particular,
to construct the theory of quantum gravitation.
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INFORMATION AS HETEROGENEITY

(Gurevich .M. Information as a universal heteroggnéin Russian/.
Information TechnologyNe 4. M. 2010. Pp. 66-74
Gurevich Igor. Information as heterogeneity. 01(2@) 1.
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Abstract: Information is heterogeneity of any nature, staflde some
definite time. If we want to create “Science ofdmhation” we must use
single, unified, unique definition of “informatiordoncept. The rationale of
this single definition of information can be basedthe laws of development
(evolution) of the Universe. About 10 billion yeaago there was no life in
the Universe. There was information only in the nforof physical
heterogeneity. Its existence does not depend on Bkistence of the
Observer. Heterogeneity (elementary particles, afanolecules, ...) possess
Is certain information (and physical) characterstiproperties (information
properties of the first order), in particular thegntain certain volume of
information. Interaction of heterogeneities leads the change of their
information characteristics. An observer appeavedy(approximately) some
billion years ago and gave new properties (inforomafproperties of the
second order) to information in biological form etérogeneity, created by
life — Perception (3.8 billion years ago), MemoRgrmation (Creation),
Consciousness, Thinking (200 million years ago),admation, Mind,
Intelligence, Knowledge, Cognition, Representatid@ontent, Meaning,
Value. ... (some million years ago), ... The newtlgtic discipline which is
uniting physicist and information theory was givére name «Physical
Informatics». Physical Informatics is the Scienéemdern Information in
Physical and Chemical Systems, including Quantufmrtmatics, and is the
basis of Informatics of the Living Systems. The mquestions of physical
Informatics are enumerated, which the author rebear Using the
definition of information, properties of informatipwe can create science of
information.

Keywords: Modern Informatics, Physical Informatics, Informoat
(Informatics) Laws
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1. Science of Information

D. Doucette (2010) has defined “Science of Inforordt “In establishing
the new evolved information discipline, there skiodle some initial
awareness that information is a part of all elesmesystems, conditions and
Is therefore also an integral part of the otherivimdial disciplines and
sciences. While studying information phenomenais itessential to look
beyond the limitations of how human being use am@qive information, or
even how living organisms use information. It isgwsed that information is
a continuous evolving process that exists in samels to complex form at
every stage of development across all science eadleaia domains as well
as being a significant part of everything that exignformation is a trigger
mechanism, emphasis and nutrient for not only médron activities but also
all physical biological elements, systems and #s/.

2. Definition of the “information” concept

If we want to create “Science of Information” we shwse single, unified,
unique definition of “information” concept.

| suggested this definition (Gurevich, 1989). “Infation is heterogeneity,
stable for some definite time”. Regardless of tla¢ure of heterogeneity,
would it be letters, words, phrases or - elementpayticles, atoms,
molecules, or - people, groups, societies, etc.

Let us give definitions of homogeneity and hetermgty (Gurevich, 2009,
2010a). Consider a set of elements. If the elemardgsthe same, identical
(not different from each other), then the set immbgeneous. If the elements
are not the same, not identical (different fromheather), then the set is no
homogeneous.

The measure of the degree of heterogeneity or nrdton is Shannon's
information entropy and other information charasters (information
divergence, joint entropy, communication informajio
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The proposed definition and Shannon informatiomagryt (Shannon, 1948)
and other information characteristics can describeformation
(heterogeneity) of any nature. See, please, table 2

Table 1
Type of information Time of existence of the hetergeneity Type of heterogeneity
Classical information Time of existence of the hegeneity is| This is absolutely stable
infinite t,=oo. heterogeneity.
Macroinformation Time of existence of heterogeneity is not lesehis is essentially stablg
(Chernavsky, 2004 than the time of existence of the systemmeterogeneity.
tn >t g
Information Time of existence of the heterogenéstyiot | This is stable heterogeneity
less than the time of existence of the system,
but more then the time course of processes in
the systentnl < tn < tS
Microinformation Time of existence of the heterogeneity | i$his is unstablg
(Chernavsky, 2004 essentially less than the time of existencg bé&terogeneity.
the systentn < tnl

tg - the time of existence of the system,
t - the time of existence of the heterogeneity,

ty " the time course of processes in the system.

Remarks 1.

In 1968 Ursul A.D. (Ursul, 1968).based on philoseph considerations,
gave a definition of information, that is closemine. | learned about it
recently (late 2010) when | read the second edibbbrsul's book. Next, |
cite references to the second edition of Ursulskiq@rsul, 2010).

«... first, information is linked to a variety, disttion, secondly, with
reflexion. According to it information can be smattin the general case as
the reflexion variety. Information is a variety whi one object contains
about the other object (in the course of theirraxtgon)... But information
can be considered as variety which is as sortft#xien effect by the object
itself, i.e. self-reflexion. ... Information expressproperty of a substance
which is general. ... Concept of information is imf@tion reflexion as
objective-real property of objects not dependenthm subject lifeless and
wildlife, a society, and property of knowledge,ntking ..., thus, is proper
both to material, and ideal. It is applicable amdhe substance performance,
and to the consciousness performance. If objediNermation can be
considered as property of substance the ideal,estiNgg information is
reflexion of objective, material information». 28229.
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«Information theory methods will study propertidsspace and time, more
than basically physical theories (for example, Anskein’s special and
common relativity theories) were engaged till nda, the physicist and
information theory interpenetrate each other, thageneral carries on to
making of two main synthetic disciplines - speapplied information theory
(and most likely, some its branches - thermodynami@antum) and the
informational physics» p. 92-93.

«V.M. Glushkov characterizes information as hetermgty in energy
distribution (or substances) in space and in time ...

The information exists so far as there are the mahtieodies and, therefore,
the heterogeneities created by it». P. 67. «He&reiy is other expression
of variety». P. 68.

Remark 2.

Heterogeneities can be used for storage of infoomafpreferably the
fermions) and transmission (preferably the bos@@s)evich , 2007, 2009).

Remark 3.

Fluctuations - random deviations from the meaneslof physical quantities
characterizing the system from a large number dighas caused by thermal
motion of particles or quantum-mechanical effeet® not stable for some
time, and therefore in fixed systems do not camfprimation. In non-
stationary systems (eg, in the Universe), the dlattbns can generate
information.

Remark 4.

Should be Remark that the author suggested thabmigtthe more general
definition of information, but also the most simlefinition of information.
He uses only one of the most general mathematoradepts - the notion of
set.

3. Information properties of the first order

Information (heterogeneity) is an objective realifhe existence of
information (heterogeneity) does not depend onlaliity of an Observer.
Heterogeneity (elementary particles, atoms, moés;ul..) possesses certain
information (and physical) characteristics, proigsriproperties of the first
order), in particular they contain certain volunfenformation.
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4. Information properties of the second order

Existence of an Observer [José Maria Diaz Nafri@lOR can give
(heterogeneity) new properties to information (mfation property of the
second order) — Perception, Memory, Formation (f@reg Consciousness,
Thinking, Imagination, Mind, Intelligence, Knowleglg Cognition,
Representation, Content, Meaning, Value. ...

Observer is forming aierarchy Of information properties of the following
orders.

Observer:

Perceives, locates, remembers information (hetemts.

Generates system of standards (concepts) describifgrmation
(heterogeneity).

Generates language of the description of informafineterogeneities).
Describes information (heterogeneity). Classifies nforimation
(heterogeneity).

Generates information base (heterogeneity) (knoyddxzhse).

Generates , forms (creates) new information (hgteity).

Makes information actual (within the limits of pdsbties).

At work with information (heterogeneities) an Ohaaris forming Mind,
Intelligence.

The level of Mind, Intellect of an Observer is defil by the volume of
processed (stored) information and productivityeé&p of work with
information.

An Observer may not notice or ignore Existence oformation
(heterogeneity).

In the article (Florio Antonio) a possible schenfebailding information
properties of the second order on the basis ofnmétion properties of the
first order is described.

Now an Observer is forming a hierarchy of inforraatiproperties of the
following orders.

5. Information properties of the first order impose fundamental

restrictions on information characteristics of thesecond level

Information properties of the first level imposenflamental restrictions on
information characteristics of the second levedtiietions on a memory size
and productivity of information systems, perceptairthe natural (physical,
chemical and biological) systems of an Observer.
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Estimates of information volume in atoms, aminadagcinitrogenous bases,
differential information capacity of usual mattetetermine fundamental
limits on information capacity storage devices. f@éntial capacity

information of storage devices, constructed baseditoms combinations,

does not exceed10?® bits/kg, and the information capacity of the stara
mass 1kgs10%° bits and it can be enhanced with respect to thectlevel

of no more than by 10' times.
Differential information capacity of storage dewscéuilt on the basis of
atoms does not exceed 0 bits/kg, and information capacity of the storage

mass 1kg10°®bits, and it can be increased by no more thhtimes.

The difference between the energies of the baatessiof hydrogen atom,
considered as a @-bit, impose fundamental limitestimn the speed of
computing devices. The number of operations istati by hydrogen atom,

a g-bit, limitedk,,, =2AE/7 = 1500 operations per second. Restrictian®

bit/kg, <1500% op / sec You can add the number of fundamentalralat
limits, including the speed of light, elementaryaade, Planck’s time, ...
(Gurevich, 2010).

Observational limits and perception (José MariazDNafria, Mario Pérez-
Montoro, 2010). The following fundamental conclusocan be forwarded
extracted, which concern what can be known aboaitaoihject causing an
observed wave phenomenon: The number of detailbetdound in the
environment due to the presence of the objechitefiSuch number depends
on the surface bounding the object and not onoatsme. The volumetric
distribution of an object cannot be known only lzasa its manifestations on
the environment. The description of the object tlkanh be achieved
corresponds to a projection of the inner heterogeseover a bounding
surface. These four conclusions establish fundashehmits to the
observation problem, not attached to the spegificitour organs of animal
or human sensibility, but to the differences tha enerely be found in the
environment and the maximal knowledge that coulddéeved concerning
the object causing these differences.

6. Set of systematic definitions of information

«Because the concept of information is so comgttalve may have a set of
systematic  definitions of information: ontologicalinformation,
epistemological information and so on in good ordestead of seeking only
one single definition of information» (Zhong Y. 2011).
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| cannot agree with this view. If we use differgafinitions of information
we will receive assessments, results that cannotdmepared, which is
impossible to generalize.

7. The laws of development (evolution) of the Universand information

The rationale of a single definition of informatican be based on the laws
of development (evolution) of the Universe [Univera011].

According to modern concepts, the observed univiexday originated 13,7 +
0,13 billion years ago from some initial singulalate with enormous
temperature and density and has since continueugignded and cooled.
13,7 +1 E (-6) s - Hadron era (fusion of quarks imhdrons).

13,7 +1 E (-4) s - Lepton era (leptons and photetex;trons and neutrinos
with their antiparticles, as well as protons andtrans).

13.7 + 200 s - starts the synthesis of deuteriugliuim and lithium. The
temperature drops to values at which nucleosyrghesnore impossible, and
the chemical substance of chemical composition remanchanged until the
birth of the first stars.

13.7 + 200 s - 4.6 billion years —forms large-scatacture of the Universe.
The formation of the solar system began about #liérbyears ago with the
gravitational collapse of a small part of a giarterstellar molecular clouds.
Much of the substance turns out to be, in the ¢tawhal center of the
collapse with the subsequent formation of stahe-Sun.

The formation of the Earth began about 4.5 billygears ago, with the
following (very approximate) date:

» 3.8 billion years ago first not nuclear organigm®karyotes) appeared;

» 3 billion years ago the first organisms capalblphmtosynthesis turned out;
» 2 billion years ago the first cells with the newe$ (eukaryotes) appeared,;

« 1 billion years ago the first multicellular orgams appeared,;

» 500 million years fish and proto amphibians appda

» 475 million years terrestrial plants appeared,;

* 400 million years insects and seeds appeared,;

» 360 million years ago the first amphibians appdar

» 300 million years ago the first reptiles appeared

» 200 million years ago the first mammals appeared;

150 million years ago the first bird appeared;

2,5 million years ago came the Homo genus;

» 200 thousand years ago people acquired a mooekn |

Thus, about 10 billion years ago there was naitifdfne Universe. There was
information only in the form of physical heterogapelts existence does not
depend on Existence of an Observer. Heterogeneigmentary particles,
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atoms, molecules, ...) possess certain informatiomd (gohysical)
characteristics, properties (information properts the first order), in
particular they contain certain volume of informoati Interaction of
heterogeneities leads to change of their informatiwaracteristics.

An Observer appeared (very approximately) somehifears ago and gave
to information (heterogeneity) new properties (mfation properties of the
second order) — Perception (3.8 billion years adé¢mory, Formation
(Creation), Consciousness, Thinking (200 milliorargeago), Imagination,
Mind, Intelligence, Knowledge, Cognition, Repressian, Content,
Meaning, Value. ... (some million years ago), ...

There are Time, Events in the Universe life, Infation properties of the
first and the second order

See, please, table 2.

Table 2

Time, Events in the Universe life, Information peotes of the first and the
second order

Years Events in the Universe Information properties of the Information properties of
ago life first order the second order
13.7 Big bang There is information only inNo
billion the form of physical
heterogeneity
13.7 Hadrons era (fusion of There is information only in No
billion quarks into hadrons) the form of physical
+107(-6) heterogeneity
sec
13.7 Lepton era (leptons andThere is information only in No
billion photons, electrons andthe form of physica
+107(-4) | neutrinos  with  thein heterogeneity
sec antiparticles)
13.7 Starts the synthesis ofThere is information only in No

billion + | deuterium, helium andthe form of physical and
200 sec | lithium. The temperatureé chemical heterogeneity
drops to values at which
nucleosynthesis is more
impossible, and the
chemical substancge
chemical compositio
remains unchanged unti
the birth of the first stars.

From Forming large-scale There is information only in No
13.7 structure of the Universe| the form of physical and
billion + chemical heterogeneity

200 sec

to

4.6

billion

4.6 The solar system was There is information anly No
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)

)

billion formed the form of physical and
chemical heterogeneity
4.5 The earth was formed There is information only| iNo
billion the form of physical and
chemical heterogeneity
3.8 Life originated. The first There is information in the Perception
billion not nuclear organismsform of physical, chemical
(prokaryotes) appeared | and biological heterogeneity
2 billion | The first cells with the There is information in the Perception
nucleus (eukaryoteg)form of physical, chemical
appeared and biological heterogeneity
1 billion | The multicellular| There is information in the Perception, Memory
organisms appeared form of physical, chemical Formation (Creation).
and biological heterogeneity
500 The fish and the protp There is information in the Perception, Memory
million amphibians appeared form of physical, chemical Formation (Creation)
and biological heterogeneity| Consciousness, Thinking.
475 The terrestrial plants There is information in the Perception, Memory
million appeared form of physical, chemical Formation (Creation)
and biological heterogeneity| Consciousness, Thinking.
400 The insects and the seed$here is information in the Perception, Memory
million appeared form of physical, chemical Formation (Creation)
and biological heterogeneity| Consciousness, Thinking.
360 The amphibians appeared There is information in |tPerception, Memory
million form of physical, chemical Formation (Creation)
and biological heterogeneity| Consciousness, Thinking.
300 There were first reptiles There is information imet{ Perception, Memory
million form of physical, chemical Formation (Creation)
and biological heterogeneity| Consciousness, Thinking.
200 The first mammals hag There is information in the Perception, Memory
million appeared form of physical, chemical Formation (Creation)
and biological heterogeneity| Consciousness, Thinking.
150 The first birds appeared There is information ire ttPerception, Memory
million form of physical, chemical Formation (Creation)
and biological heterogeneity| Consciousness, Thinking.
2.5 The genus homo came There is information in |tlPerception, Memory
million form of physical, chemical Formation (Creation)
and biological heterogeneity| Consciousness, Thinking.
200 People acquired a modefriThere is information in the Perception, Memory
thousand | look form of physical, chemical Formation (Creation)
and biological heterogeneity| Consciousness, Thinking
Mind.
Several | A science formed There is information in thPerception, Memory
thousand form of physical, chemical Formation (Creation)
and biological heterogeneity| Consciousness, Thinking
Imagination, Mind,
Intelligence, Knowledge
Cognition, Representation,
Content, Meaning, Value.
Now There is information in thePerception, Memory
form of physical, chemical Formation (Creation)
and biological heterogeneity.Consciousness, Thinking

’1
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Physical Informatics formed.| Imagination, Mind,
Intelligence, Knowledge
Cognition, Representation,
Content, Meaning, Value.

Observer is forming
hierarchy of informatio
properties of the followin
orders.

Since 3.8 billion years ago to the present timermftion has material basis
(it is information in the form of physical, chemicand biological
heterogeneity) and information as the product fef (Perception, Memory,
Formation (Creation), Consciousness, Thinking, limaigon, Mind,
Intelligence, Knowledge, Cognition, Representatiddontent, Meaning,
Value. ...).

Information properties of the second order at teeigol from 3,8 to 1,0
billion years (life originated. The first not nualeorganisms (prokaryotes)
appeared. The first cells with the nucleus (euki®sjoappeared) should be
specified with the development of microbiology bé&tUniverse.

8. Some classes of homogeneities and heterogeneities

Natural

Inorganic, including physical
biological

environmental

other

Artificial

material

abstract (ideal)

abstract material

Mixed

socio-technological
organizational and technical
socio-economic

other

9. Some examples.

Physical homogeneities
Space
Time
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Vacuum

The hierarchy of physical heterogeneities
Gauge fields

Fundamental particles

Elementary Particles

Atoms

Molecule

Plasma

Gases

Liquid

Solids (crystals)

Stars

Galaxy

Universe

The hierarchy of geological heterogeneities
Land

Kernel

Mantle

Crust

Platforms

Oceans and seas

Continents

Mountains

Plain

Depression

Rocks

Minerals

Linguistic homogeneities

The text of symbols

Hierarchy of linguistic heterogeneities
Letters

Words

Offers

Lyrics

Books

Library

Technical homogeneities as a background scene
Elements of the same type

Hierarchy of technical heterogeneities
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Element

Communications

Subsystem

System

Module

Block

Device

Product

Complex

Network

Biological homogeneities

Chromosomes in the cells of one organism
Hierarchy of biological heterogeneities

Amino acid

Protein

Nucleotides

DNA

RNA

Cell

Cytozoon

Virus

Bacterium

Multicellular organism

Population

Socio-economic homogeneity

Money

The hierarchy of socio-economic heterogeneity
Individual

Family

Group

Nation

Production unit

Industry sector

National economy

Country

Civilization

Each level of the hierarchy of heterogeneity of &ype contains various
elements. At each level of the hierarchy of hetenmities the probability of
realization of each element (in the discrete casd)the distribution function
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of the density distribution of elements (in the wmmous case) can be
determined.

10Physical Informatics

The new synthetic discipline which is uniting ploysi and information
theory was given the name «Physical Informatics».

Let’'s enumerate the main questions of physicalrimédics, which the author
researched.

Information methods of physical systems researbb. |&ws of informatics.
Evaluation of information entropy, information digence, a joint
information entropy, information, communicationffeliential data capacity
of physical, chemical and biological systems.

Estimates of volume of information in the physiadiemical and biological
systems (fundamental and elementary particles, tonolecules, gases,
liquids, solids, stars, black holes ,..., RNA, DNzells, viruses, organisms,
..., @ man, the Universe).

The laws of physics as a consequence of the lawsarmatics.

Calculations of physical processes (e.g., partieleay, nuclear reactions).
Characteristics and properties of information iatéion of physical systems.
Informational constraints on the formation, devehent, interconversion of
the fundamental and elementary particles, atomdecules, gases, liquids,
solids, stars, black holes ,..., RNA, DNA, cellsuses, organisms, ...
Fundamental limitations on memory capacity and petiglity of information
systems.

The volume of information that determines the dubsi of creation and
development of the Universe. The mass of the Initeterogeneity of the
Universe.

Expansion of the Universe - the cause and sourcafofmation in the
Universe (the structure of the Universe, the cosgiokll objects, including
stellar systems, civilizations, Mind, Intelligené&éowledge, Cognition).
Models and methods of management of the Universanadgement of
development of the Universe from within. The neadexternal management
for expansion, development of the Universe?

The need for classical objects, classical logiassical information for the
existence and understanding the Universe.

Life as an effective way to formation of the class$iinformation in the
Universe.

Information characteristics of civilizations in th&niverse. Possible
influence of civilizations on expansion, developme of the Universe.
Cognition of civilization in the Universe.



34

Characteristics of the minimal subject of knowledge

Methods and tools for the compact of submissiorkradwledge. Methods
and means of preserving the accumulated of citiimeknowledge .
Information foundations of the theory of quantumawty, "Theory of
everything".

Conclusion

Information is heterogeneity of any nature, stdbtesome definite time. The
rationale of this single definition of informati@an be based on the laws of
development (evolution) of the Universe.

About 10 billion years ago there was no life in teiverse. There was
information only in the form of physical and chealidheterogeneity. Its
existence does not depend on the Existence of aer(dr. Heterogeneity
(elementary particles, atoms, molecules, ...) possessrtain information
(and physical) characteristics, properties (infdramaproperties of the first
order), in particular they contain certain volunferdormation. Interaction
of heterogeneities leads to change of their infoionacharacteristics.

An Observer appeared (very approximately) somehifears ago and gave
new properties (information properties of the secorder) to information in
biological form — heterogeneity, created by life Perception (3.8 billion
years ago), Memory, Formation (Creation), Consaiess, Thinking (200
million years ago), Imagination, Mind, Intelligendeénowledge, Cognition,
Representation, Content, Meaning, Value. ... (sonti@n years ago), ...
Now an Observer is forming a hierarchy of inforraatiproperties of the
following orders.

The new synthetic discipline which is uniting theypicist and information
theory was given the name «Physical Informatics».

Using the definition of information, properties ioformation resulted from
the article; we can create science of information.
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INFORMATICS LAWS ARE
INFORMATION BACKGROUND OF PHYSICS.
PHYSICAL LAWS AND PROPERTIES OF NATURE

AS CONSEQUENCE OF INFORMATICS LAWS

(Gurevich I.M. Information characteristics of phyaisystems/in Russian/.
Sevastopol. 2010. Pp. 162-222.
Gurevich .M. Physical laws and properties of natas a consequence of
informatics./In Russian/Materials of international scientific seminar
"Modernproblemsn applied mathematics,
informatics, automation, control.
- Sevastopol: SevNTU, 2012. - Pp. 36-52)

Abstract: The work confirms priority of information laws {ormatics
laws), which are the basis of physical informatiEgysical informatics is
information background of physics: informatics lawsfine and restrict
physical laws; informatics laws have general, ursakcharacter, operate in
all possible universes with different physical lawgormatics laws precede
physical laws. Definitions and estimates are givem information
characteristics of physical systems (fundamenta elementary particles,
atoms, molecules..., star objects, the galaxiedJniverse as a whole).
Information restrictions on interaction of physisgistems are received. It is
shown, that physical laws and properties of theneaare consequence of the
informatics laws, in particular, laws of consereatiof energy, an impulse,
the moment of an impulse, a charge, all fundamentafractions laws of
electromagnetic, weak and strong interaction. Ristns are defined on the
formation of physical systems of g-bits, and modekign of physical
systems of g-bits? It is shown, that for formatadrfundamental particles it
IS necessary no less than six g-bits. Physicalrimitics is Science of
modern Information in Physical and Chemical Systemduding Quantum
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Informatics, and is the basis of Informatics of thiging Systems. The
informatics laws together with the physical lawd ailow to open all secrets
of nature, in particular, to construct the thedrgwantum gravitation.

Keywords: Informatics, Physical Informatics, Information fdnmatics)
Laws

1. Introduction

Along with matter and energy, the Universe contaim$ormation.
Information is an integral part of the Universe.ckghysical system has,
along with physical characteristics, informatioradcteristics. Information
Is inseparably linked with matter and energy. Sosén study physical
characteristics and physical laws when they staftyrmation characteristics
and information laws. This article provides an e@wr of the fundamental
results obtained by the outstanding scientistst&imsA. [1], Neumann M.
[2], Shannon C. [3], Wheeler J. [4], Penrose R. Bjllouin L. [6], Zeilinger
A. [7], Lloyd S. [8], Lisi A. [9], Chernavsky D. §10]. The basic finding by
the author is formulation of nature’s laws by meafhsnore general than
physical informatics laws [11-23]. At the end of120l read Ursul’s book
«Nature of information» [2 issues] [24], which heote in 1968 [25]. He has
made the single, unified, unique definition of thrdormation” concept close
to my definition: «Information theory methods wsliudy properties of space
and time, while basically physical theories (foraswle, A. Einstein’'s
special and common relativity theories) till now rereengaged. So, the
physicist and information theory interpenetrateheather, that in general
carries on to making of two main synthetic discipb - special applied
information theory (and most likely, some of itabches - thermodynamic,
quantum) and the informational physics» [24], p-932 ... Information
exists so far as there are material bodies andeftire, heterogeneities
created by it». [24], P. 67.

This synthetic discipline has received the name/sial informatics. The
author conducted research of complex systems,dmguphysical systems,
in terms of informatics laws. Informatics laws aefiand limit physical
phenomena and processes. Informatics laws preckgsicpl laws. The
number of scientists using the information approaoid information
methods in physical research is quickly increasing.

2. The list of the main results of the author

Information is physical heterogeneity. The inforioat characteristics of
heterogeneity: Shannon’s information entropy, infation divergence, joint
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entropy, communication information [11, 12, 18, 20, 23]. The informatics
laws of nature are [11, 12, 18]:

The law of simplicity of complex systenfsuch variant of complex system is
realized, survives which possesses the minimumlegityp

The law of simplicity of complex systems is reatizgy nature in a number
of constructive principles:

" Occam Razor "; hierarchical modular constructmhcomplex systems;
symmetry; simmorfoz stability; field interaction (interaction througthne
carrier or interactions through space-time statois,example, curvature of
space-time); extreme uncertainty (functions of ahtaristics distribution
have extreme uncertainty).

The law of conservation of uncertainty (informatign Uncertainty
(information) of the isolated (closed) systemsaigesl at physically realized
transformations and only at physically realizednséormations.

The law of finiteness of information characterisgcof complex systemall
kinds of interaction between systems, their partd alements have final
speed of distribution. The speed of change of systates of elements is also
limited.

In any system of coordinates information on everdlways final. Duration
of signal at is always more than zerar(> o). Information on coordinates of
physical systems in our Universe is limited by B#8.

The law of necessary variety by W. Ashifyor effective functioning of
system a variety of operating body should be ne lgmn variety of
management object.

Uncertainty (information) is the basic charactesistf a variety of systems.
The law of necessary variety by W. Ashby is alsalized in a number of
concrete principles:

Shannon theorems, Kotelnikov theorem, Kholevo thewr Brillouin
theorem, theorem of Margolis-Levitin.

Godel theorem of incompleteneds. the rich enough theory (containing on
arithmetic) there are alwaysnprovabletrue assertions.

The law of systems complexity growtiDuring systems evolution its
uncertainty (systems information) grows.

Le Chatelier Principle.External influence discomposing system, calls in it
the processes, aspiring to weaken results of tisence.

The main principle of quantum mechanics by A. Zeger. Elemental
physical systems contain (carry) one bit of infotiora[7].

Existence of several types of substance with differdependence of
information content on massM (including linear for usual substance and
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for dark substanceom, square for black holesowm?, linearly-logarithmic
for neutron stars and white dwarfsimiog,m , zero for dark energy =0)

was disclosed [18, 21, 23].

Consumption of energy (mass) for the creation oframnformation and

classical information (remembered, played backgdifierent types of matter
was determined.

In the standard model of the universe, the expaneiothe mass of usual
substance decreases. In the expansion of the saivath acceleration, the
mass of usual substance in the beginning decre@&seties a minimum, and
then increases [18, 21, 23].

The joint use the physical law of energy conseovatind the information
law of uncertainty (information) conservation eregblus to determine
Hawking's formula for black holes (information spam of radiation) [18,

23].

The formula for the information spectrum of radatiof neutron stars and
white dwarfs was deducted [21, 23].

Existence of optimal black holes was disclosed, ahdracteristics of

optimal black holes (minimizing the volume of infieation in a part of the
universe and the universe as a whole) were ressdrdihe structure of the
universe with the information minimum was deterndinkeimitations on the

volume of information in the universe were defirigd, 18, 21, 23].

At author’s approach for the estimate of informatiolume in a physical

system, the use of holographic principle was nqtired. Direct estimates of
information content in physical systems were giy2h-23]. The procedure
for estimating information volume in physical olgcconsisted of the
following. At first, the volume of information irhe lower level objects — the
fundamental particles (leptons and quarks) wasmestid. According to

Zeilinger's principle, we considered that, in tbever level objects, one bit of
information was contained. Further, the volumendbimation in the objects
of the second level was estimated. It was equtilg¢dotal of the information

volume of objects of lower level plus the volumearmbrmation contained in

the structure of objects of the second level of therarchy (mesons,
baryons). The volume of information in the struetof objects of the second
level is estimated on a wave function of the olgextthe second level. The
volume of information in objects of additional léves similarly estimated

[21-23].

It is shown that the space uncertainty (informgtion the particle layout in

space spots the Newtonian gravitational potentia¢ (first derivative of

information on radius) and the strength of graiwotal field (the second
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derivative of the information on radius): the tygegravitational potential is
n1/r, the type of strength of gravitational fieldda/r? [20, 21, 23]. The
same is true for the Coulomb interaction potentiatl the field intensity
strength of the Coulomb interaction.

It was shown that, to four known types of interawati(gravitational,
electromagnetic, strong, and weak); one should add more type of
interaction - information interaction [18, 20, 2B].

Information models of cosmological objects (blac&lds, neutron stars,
white dwarfs, and stars of solar type) were dewaddd8, 19, 20, 21, 23].
Information limitations on forming and merging débk holes were received
[19, 21, 23].

The existence of initial discontinuities of the waise (with the use of
information divergence) was proven. The estimatds tloe initial
discontinuities mass of the universe were given.[23

Expansion of the universe from initial heterogenegenerates new
heterogeneity (information). The universe expansahe reason and source
of information formation. Various physical processm the extending
universe form information [11, 12, 18, 20, 21, 23].

The curvature of the universe also generates rggasaty (information) [18,
20, 21, 23].

It was shown that the volume of information, shajed frame of reference,

moving with acceleration, is equal t0=-log, J =-log,V1-ax/c? =ax/c?. J-

jacobian, a-acceleration, X-coordinate, c- speed of light. We will pay
attention to the analogy to the effect Unru. Theegpance of thermal
radiation in an accelerated frame of referencé@nabsence of this radiation
in a counting inertial system is the appearanaaditional information in an
accelerated frame of reference in the absence isf itiformation in a
counting inertial system [21, 23].

Estimates of the maximum volume and minimum volurtiee current
volume of information in the Universe were givemhelestimates of the basic
information characteristics of the universe wereegi[11, 12, 20, 21, 23].

A statement of the universe management problengwas [18].

From the information point of view, the necessity ao physical systems
description (quantum mechanics) by means of nosiclas probabilistic
logic was defined [21, 23].

It is necessary to notice, that from the principfemaximum entropy Lisi
gets the necessity of the probability descriptidnpbysical systems (the
necessity of quantum mechanics) [9].
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It was shown that, in all possible universes, tifermatics laws and likewise
physical conservation laws operate [18, 20, 21, 23]

The logic structure of nature’s laws governs theges of the Universe’s
emergence and development. From two events inrinvense’s life, there is
an earlier event that logically precedes the otbBering the initial moments
of time, information laws of nature operated. Th&imation laws either
have been set in the initial "design" of the Unsgasr were contained in the
initial heterogeneity of the Universe or have beenfrom the outside of the
universe [21, 23].

The expansion of the Universe from its initial meteneity has generated
the heterogeneity (information): various typesraéraction; various types of
particles and fields corresponding to them; varidypes of atoms,
molecules; various types of stars, planets; lifel8,.R0, 21, 23].

3. Let's look at some of the author’s results in mora&letail

3.1. Information interaction

The interaction of the linked (entangled) statesl awubsystems of the
guantum system helps to estimate the mutual infooma The linked
(entangled) states, subsystems differ on the vafiecommunication
information. The unit of interaction of the linkg@ntangled) states and
subsystems of the quantum system is the bit. Thexeinteraction of the
linked (entangled) states and subsystems of quasystem is information
interaction. The interaction of the linked (entat)l states and subsystems
does not depend on their layout in space or themte between them. It
follows from an information conservation law of emn@inty (information).
At a change of coordinates, orientation in spapaisge g-bits and subsets g-
bits, and the linked (entangled) state as a whoteitainty (information) of
interaction is saved.

It is possible to translocate g-bits, parts oflthked (entangled) subsystems,
with any velocity from each other, saving the valoé information
interaction.

The maximum information interaction between sulbmyst A and B of
systemsa+B is determined by the volume of uncertainty (infation) in
subsystems and is equal tgg,,., =log,d , Where d is the dimension of the

subsystems.

It is necessary to add to the four known typesntdraction (gravitational,
electromagnetic, strong, weak) one more type @radtion - the information
interaction [18, 20, 21, 23].
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3.2. Estimations of the volume of information in the sgtems

consisting fromn of elementary systems (g-bits)

The author shows [18, 21, 23] that the physicalesgscan be represented as
a direct sum of direct products of the g-bits. Efere, it is necessary to
assess the volume of information in g-bits systedeslinger [7] proposed
the Foundational Principle for Quantum Mechanica: élementary system
carries 1 bit of information. Let's estimate théuwe of information in the
system consisting of elementary systems (g-bits). In the beginning, we
shall consider systems with equiprobable basiestat

Let us assume that a system consists of noniniegaetg-bits. The g-bit is

described by the wave funCtiQﬂ:%(]0>+|l>). Here|o)|1) are basic states of

the g-bit. Measurements of the g-bit states witeghe stateg) and|y) with

probabilities equal tézl:. UncertaintyN, (information1,) of the g-bit is equal

to 1 bit Ny =1, = H1=—(%|og2%+%|og2§) =1. Here His the information entropy

[3].
Hence, in the system consisting of, not cooperating g-bits with
equiprobable basic states that the volume of in&bioni, is proportional to

the number of g-bitsx and equal ton bits. This determines the minimal
volume of information in the system af g-bits with the equiprobable basic
states. This explains the linear dependence o¥dheme of information on

mass in usual substances (in fundamental particleguarks, leptons,

photons).

Let us assume that a system consists af-bits interacting in pairs with

equiprobable states and is described by the faligwivave function

‘//n:%(101>‘02>--|0n>+‘]1>‘12>--|1n>)- Every g-bit i has the wave function

1
¥; :E
communication I, =H, +H, -H; [3] of the pair of interacting g-bitj

(0)+[5)- (|o)|y) are basic states of theth g-bit. The information of

described by the wave functias) :%(‘oi >‘oj>+‘11->‘1j >) is equal to 1 bit [13].

The volume of thenformation of communication in the system conagtof
n g-bits interacting in pairs with equiprobable lsastiates is equal to
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_n{n-1)

I'n com= bits. The total volume of information, in the system

containing n g-bits interacting in pairs with equiprobable lastates, is

equal tor, =n+ 07D

”E“;l) bits. This determines the maximal volume of

information in the system consisting af g-bits. At n>>1 the volume of
2

information in the system af g-bits interacting in pairs is equal tp:”?.

This explains the quadratic dependence of the wlafrinformation on the
mass in black holes. The system consisting af-bits interacting in pairs
containsn bits more information than the system consistig 1 in pairs
interacting q-bitsi, -1 = ”m;l) _n _21) D

Let us assume that the system consists gtbits, where they make groups
of k g-bits and each of the g-bits interacts only vgthits of the group (we
consider thatn is divided by k). The volume of information in groups
consisting ofk in pairs interacting g-bits with equiprobable loastates is

equal to X¥*Y pits. Hence, in the system of g-bits with limited
interaction there aren,kzgquﬂ):”m;”) bits. This explains the linear

dependence of the volume of information on massoafposite particles in
usual substance (for example, in elementary pastiel baryons, mesons and
also atoms).

In general the volume of information in the system consisting of g-bits

with equiprobable basic states, is not less thabits and no more than
D pits,

3.3. Information estimate of the mass of initial hetergeneities of

the Universe

The results obtained with the help of informati@nsiderations lead to the
following basic conclusions: the universe, at theelsion, generates
discontinuities (information) from initial heteraggties (information) [26];

we showed that, at the initial time, the heteroggnef usual substance
matter and dark substance in the universe existshvesv that, at the initial
time, the heterogeneity of dark energy in the us®ealid not exist; the laws
of nature and physical laws completely determira¢ the development,



44

properties, and characteristics of the Universetiinesontained in the initial
heterogeneity of our Universe. Physical laws oeirabur universe from the
moment of time of not less th&mlE-44 s.

For a record, fixing the natural laws and physlaals, the certain volume of
classic informationl,s is needed. Consequently, the volume of classic
information I,y in the initial heterogeneity of the universe mbstnot less
than volume of the classic information is in theéunal laws and physical
laws I gty < 1pr.

The mass of the initial heterogeneity is more thEr15%,#k*T/c"2, or the
mass of the initial heterogeneity is proportiomaltihe volume of classical
information in physical laws and is inversely prapmal to the square root
of the time of life of our universe and inverselpportional to the square of
the speed of light.

The mass of the initial heterogeneity of the Undearequired to memorize or
store t physical lawslLE+7 classical bits) at the temperature of the universe
1E+12K (the lifetime of the univers@E-5s) is aboutlE-8kg (about one
Planck’s mass).

To get the 1E+7 classical bits of information a thme t = E-34s, with the
Fridman's expansion of the universe, it needs appaiely 1E+5 classic
bits at the time t = E-44 s or the mass of thaahteterogeneity of the
universe of approximately 1E+12kg. At the sedatieresion of the universe
from 1E-34 s to 1E-10 s from 1bit of classical mmi@tion 160 bits of
classical information were formed. Therefore, foeridng 1E+7 bits
classical information at the moment of 1E-10 sihecessary to have 1E+5
classical bits at the moment of 1E-34 s or apprat#iy the mass 1E+7kg.
This, apparently, is impossible. Therefore, théahinformation is assumed
to be generated, appreciably, at the inflationatgrmesion of the Universe.

At the inflationary extension of the Universe frdi-34 s to 1E-32 s, from
one bit of classical information containing in iaitheterogeneities of the
universe 1E+3 bits of classical information arepstha At the inflationary
extension from 1E-34 s to 1E-32 s and the furtleglae extension of the
universe from 1E-32 s to 1E-10 s from one bit afsical information 1E+5
bits of classical information are shaped. For degvlE+5 bits of classical
information at the moment of 1E-10 s, it is necgssahave about 1E+5 bits
classical information at the moment of 1E-34 shar thass 1E+4kg. This is
an estimate of the mass of initial heterogeneitthefuniverse at the moment
of 1E-34 s, the mass that is necessary for coni(storing) physical laws
of nature.
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It testifies in favor of the improved hypothesisthe initial information [27]:

«... At the moment ofE-34s the Universe as a whole has been concluded in
the field with the radius ofLE-24sm. In this size already there was
heterogeneity of mass of the ordét+4kgfrom which all information in the
Universe future was generated...».

3.4. Information volume in our Universe

Information is inseparably linked with matter anderyy. Information is
physical heterogeneity steady for certain timegtugteneity of matter and
energy [11, 12, 18, 20, 21, 23]. The energy necgdsa the formation of
one bit of microinformation [10] is equal t@, =kTin2 [6]. The mass

necessary for the formation of one bit of micromfation is equal to
Myit =kTin2/¢®. The values of energy and mass of the carrier @it lof

microinformation are resulted at temperatures of 3BOK).
The minimum energy for 1 bit is equal to 4,141E(2341E-21) joule. The
minimum mass for 1 bit is equal to 4,608E-40 (4/B@8) kg. On the

average in atoms for 1 bit of information it is dse,eon6?® kg of mass of
substance (for example, in the atom of hydrogénused-=1,6m028kg, in the

atom of lithium -=1,031628kQ). It is approximately by 10" times more than
the mass necessary for the formation of one kbmiofoinformation.

The reason and source of information formatiorxgaasion of the Universe
and initial heterogeneity. At symmetry infringeme¢tween weak and
electromagnetic interactions in the universe, itfasmed 10° bits. The
information mechanism of particles formation in tinflationary Universe
generates the quantity of particles, comparablé tie standard estimation
of the number of particles in the Universe, - ameorof 16° - 16°°.

The minimum possible volume of information in thelivwerse with
prevalence of substance-ismo® in the Universe with prevalence of
radiation is=10"" bits. The greatest possible volume of informatiorthe
Universe is=10?° bits [18, 20, 21, 23]. Growth of volume of inforfizan at
sedate expansion of the Universe isog,t. Reduction of density of

information at sedate expansion of the Universea't@zt)/tz. The growth of

information volume at inflation expansion of the itBrse isoaet. The

reduction of density of information at inflation gansion of the Universe is
Ote®".
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3.4.1.Information volume in some fundamental, elementary

particles and atoms

Fundamental particles are the simplest physicdensys (elementary systems
by Zeilinger, 1999).

There is 1 bit in a lepton. There is 1 bit in argu®ne photon with circular
polarization contains 1 bit. One photarf-boson—product of electroweak
interaction—contains 0,78 bits.

Elementary particles represent physical systemgshef second level of
complexity.

There are 9,422 bits in a proton, a neutron (takig account the structure
of protons and neutrons, the information in quaak&l the colors of quarks).
Atoms represent physical systems of the third lefebomplexity.

There are 11,422 bits in the atom of hydrogen ifgknto account the
structure of atom, the information in protons alet&ons). There are 39,688
bits in the atom of helium. ... There are 109,642 mtthe atom of carbon.
... There are 544,21 bits in the atom of iron (26kAment). There are
2334,436 bits in the atom of uranium, ... In thexamentioned cases the
structure of atoms and external uncertainty ofted@s is not considered.
The estimates of the joint entropy of matrixes om&t of electroweak
interaction (1,7849; 1,7787; 1,7645; 1,7945), adicqy to different
independent experimental data, are close to thmasts of the joint entropy
of matrixes mixture of quarks (1,7842, 1,7849) [20, 23].

3.4.2. Information volume in stars

The sun contains-1sme® bits. The white dwarf of solar mass contains
~1,24m0° bits. The neutron star of solar mass containssme® bits.

3.4.3. Optimal black holes

The existence of matter of two types — with squave-and with linear
dependence of information volume on mass — is thece, the reason of
existence, of optimal black holes which minimize trolume of information
in any region of the universe and in the univessa a/hole.

The information volume and the mass of optimal kblagles, that are yielded
by deciding the direct problem (minimization of wole of information in the
system (usual substance — black hole) for a givassof the system) and the
dual problem (maximization of mass of the systesuél substance — black
hole) for a given volume of information in the sl respectively, coincide.
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There are=10°? bits in the optimal black hole generated in thetay
«radiation (photons) - black hole» at the tempeeatf radiation - 2,7K.
There are=257a6° bits in the optimal black hole generated in thetem
«hydrogen (protons) - black hole».

At the temperature of radiation= mp02/9,422kln 2= 155518 1K (at the time

from «the Big Bang» of the universe®), the mass of the optimal black
holes that have arisen in the systems «radiatldack holes» is equal to the
mass of the optimal black holes which have arigethé systems «hydrogen
(protons) - black hole».

In masses of the optimum black holes shaped fromwstypes of atoms of
ordinary substances or a mixture of various typesaatoms of ordinary
substances, information contents are approximalelytical.

The black holes of solar mass containzznd® bits. The black holes in

centers of galaxies containo® - 10'%7 bits.
3.4.4. Information volume in galaxies

In galaxies havingd'® stars, there are abouf®bits. In galaxies havingo
of stars and containing, in kernels, super madsiaek holes with the mass

of=10° - 10'° of solar mass, there arac® - 10%"hits.

3.4.5. Information dependence of temperature of radiation

on Mass

For a black hole, the dependence of temperaturemass (Hawking's
spectrum) looks liker = (:c®In2)/ (4nGMK). For a neutron star, the dependence
of temperature on mass (an information spectrumpkdo like

T =(my &)/ K9, 422+ logy M /1y ).

3.4.6. Information restrictions at creation of black holes

from stars

The mass of the black hole formed from the stahefsun’s type is no more

than=snc?°kg.
The mass of the black hole formed from the whiteudwf solar mass is no

more thans 2,50¢%kg.
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The mass of the black hole formed from the neustan of solar mass is no

more thans 4,176t kg.

Note: The black hole at formation uses only pamnafs. Other mass, in the
form of usual substance, dissipates in surroundpare, and other objects
can be formed of it.

3.4.7. Information restrictions at the merging of black holes

At the merging of two black holes with the mass m,, without the use of
additional usual substance, the mass of the reguttiack hole is less, than

JMf+M§.
At the merging of two black holes with the mags m,, with the use of
additional usual substance, the mass of the reguttiack hole is more than

/ 2 2
M1+M2.

3.4.8.Classical information

Nitrogenous basis contaimbg24=2 bits of the classical information

(macroinformation).
Amino acids contaimog2 20= 4,32 bits of the classical informatiofor 1 bit of

information formed by amino acids and nitrogenoasify 4,43E-25 and
1,05E-25kg of mass are needed. Redundancy of céssiormation formed
by life, in relation to micro information, at themperature of 300K is greater

by a factor of=10"3. Proteins and DNA for the formation of 1 bit of
information use mass by three orders more than atéience, life is an
effective way of forming classical information. Brims of yeast contain
about 2,000 bits of classical information. One amwsome of a person

contains -5 bits of classical information. One person containg®®
bits of classical information.

Biomass of the Earth contains about®1bits of classical information. If
100% of the Earth’s mass is used for the formatiblive substance, it will
generate about 0bits of classical information. If 1% of the unigefs mass
Is used for the formation of live substance, itlwgénerate approximately
10" bits of classical informations™ - 10”'bits is a range of possible volume
of classical information in the universe definedthy data known now.

The volume of classical information formed by tetrml civilization is

<10°%bits/year. Parity of volumes of information in theiverse in a year,
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generated by matter and civilization=i87#°. The share of information
formed by civilization on one star system is equal()'27. It shows that the
contribution of terrestrial civilization to inforrian formation of the
universe is now insignificant.

3.4.9.Fundamental limits on information capacity storage

devices

Regarding estimates of the information volume iona, amino acids,
nitrogenous bases, the differential information azay of a substance
determines the fundamental limits of informatiorpaeity storage devices.
The differential information capacity of storagevdes, basedon a

combinations of atoms, does not exceed?® bits/kg, and the information

capacity of the storage mass 1kg? bits; it can be enhanced with respect

to the current level of no more thamo'! times.
The differential information capacity of storagevides, built on the basis of
atoms, does not exceedl0* bits/kg, and the information capacity of the

storage mass 1kgi0?®bits; it can be increased by no more thafi times.

3.4.10. Fundamental restrictions on productivity of

information systems

The difference between the energies of the basiessbf the hydrogen atom,
considered as a @-bit, impose fundamental limitestion the speed of
computing devices. The number of operations a lgehtcatom can perform

as a g-bit is limited t&P's =" 71 5+102 operations per second. The
productivity of a computer built from atoms of hgden, whose mass is one
kg, is not more than #dop/sec. Given the restrictions of*4it’kg and
1,5*10" op / sec, you can add a number of fundamentataldimits, such
as the speed of light, the elementary charge, Rlatime, and sen.

3.4.11. Cognitive process of the Universe

The universe, the information volume of which igitk, is effective and
completely knowable [15, 18].

The subject of the cognitive process is a classotgéct (for example,
terrestrial civilization).
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In the course of the universe’s cognitive processjpression of information
is not less thar 10?° times and no more thano’® times.The gravitation

law, in particular, compresses the information thgmo less of a factor than
4&0183.

Interpretation of cognitive process by methods @shrgum mechanics (the
description and measurement) on the basis of irdbom parities is possible.
The knowledge is carried out through a hypotheticgirmation channel —
“the knowledge channel of nature.” The limited tngbput of "the

knowledge channel of nature” defines as impossiblact" (in classical

sense) descriptions and measurements of quantuaetsbjlo increase the
accuracy (uncertainty) of the description/measuregmef one of the

components, an Observer is compelled to reduceramcuncertainty) of

the description/measurement of the other.

3.4.12. Information unity of all possible universes

As heterogeneity should exist in the universes ity physical laws, the
approach that is based on information propertiebatérogeneities of any
nature and corresponding information laws and ict&tns, and also physical
laws of conservation following from them, extenasadl possible universes.
Thereby, physical laws of conservation and inforamatestrictions in other
possible physical laws in different universes aentical. Does itmean that

all possible universes are identical?

4. Approach 2 [Verlinde, 2010].

There are many works that appeared in the beginoiir@)10. Among them
was Verlinde [28]. The starting position is: thesfilaw of thermodynamics,
the second law of thermodynamics, holographic jlac Hawking’s
formula, and Unru effect.

For information, such aspects are noted: the lagravitation [28, 29, 30],
Friedman’s equations [31], irreversibility of tif&2] is shown.

5. Physical laws and properties of nature as conseqguee of
informatics laws

5.1. The Universe’s structure

Assertion 5.1.1.The Universe is arranged by the simplest imageg Th
description (theoretical model) of the Universewddde the simplest.
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Simplicity, complexity of systems is defined by anhation volume
contained in them (volume of information necesdarytheir description).
Assertion 5.1.2. The Universe represents hierarchical set of physica
systems.

From a principle of hierarchical construction ohguex systems, of the law
of simplicity of complex systems follows the protbfat complex systems
have hierarchical modular structure.

5.2. Classical and quantum physics

Assertion 5.2.1. Axioms of classical and quantum physics can beulated
in a classic language.

The classical logic - the term used in the mathamalatogic in relation to
this or that logic system, indicate, that for theg logic all laws of
(classical) calculation of assertions, including ldlw of an exception of the

third, are fair. The multitude of axioms of clasdiand quantum physics is
limited and is consistent. There are no indemohkraue assertions among
them.

Assertion 5.2.2. All assertions about physical systems cannot bedtated
in a classic language.

For the formulation of assertions about physicasteyns the language of
guantum physics should be used.

Owing to Godel theorem the physics can not be dichib classical theories
in which frameworks there are always indemonstratle expressions that
describe potentially unlimited number of assertiabsut physical systems.
It explains obligatory existence of the quantum gty describing physical
systems by probability characteristics.

Assertion 5.2.3.Application of the principle of the maximum infotroa
entropy at restrictions on the sum of probabilitiek ways (=1) and the
average action allows to receive distribution ofolpabilities of ways,
statistical sum, average action and wave functiba way[9].

The quantum mechanics based on the theory of i@om demands
introduction of the basic physical principle: egiste of the universal pool of
action similar to the thermostat for initial enséenb

Canonical ensemble - statistical ensemble, respgngihysical system
which exchanges energy with environment (thermpstaing from it in
thermal balance, but does not exchange substantcéesaseparated from the
thermostat by an impenetrable partition for pagsciThe description of the
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1
_.*S .
system in the form of Feynman integrakis x e 7, The sum (integral) on
pa

all ways to classical configuration space, andt& -classical action set for
each way. Each observer interacts with probabiptypath] = p [q (1)] (in
abbreviated form p [q]). The information - the nega logarithm of
probability for a way — log p [path] is - quantity information received by
the observer if the system, is on a correspondiag Whe information

entropy characterizing the system, IS equal to
H:—pgthp[patﬁlogz b path=-] Ddplpg , [l  FOr —any system restriction is

1= X p[path =/ Dap §-.
path

In case of statistical thermodynamics it is supdpskat the system is in
balance with the thermostat of the set tempera&imilarly, in the quantum
mechanics it is supposed, that the system is ianloal with universal
storehouse of actions.

§:<S>—p§th b path B pate—| DEA G $ -

Maximizing entropy, taking into account the resdltestrictions, we will
receive distribution of probabilities of ways, th&tistical sum and average

action: pq :ie—aS[q’ Z=Iqu_aS[q, S=[/Dq3 § b[q:—:logz Z a:i. in o kgT.
z a ih

The probability of a choice of wapq,t)=w(d,t)w *(d. ty IS expressed through

14(t)=q o
_V; 0 Dqge
Assertion 5.2.4. Combination of classical addition of probabilitiesf
distinguishable alternatives to a classical choicé one of several
equiprobable ways leads to quantum mechanical wale of addition of
amplitudes.
Let's consider transition of object from an initsdhtes to the final statd in
two distinguishable ways. According to the ruleaddition of probabilities
of independent events the probability of this triams is equal tow s = w
st e, OF <f/s>/? = [<f/s> [? + [<f/s>/% At identical to each way
probability of transition uncertainty is equal to@litude of probability of
transition

wave functionw(q,t)

N2sr=—log 2/‘///2-
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At two indiscernible ways of transition from uneenty of transition two
distinguishable ways subtract the information otleice of one of two
equiprobable ways of transition = —log, 2 = - 1.

Hence, uncertainty of transition of object fromiaitial states to the final
statef will be equal in two indiscernible ways to the sofuncertainty of
transition in two distinguishable ways and inforroatof a choice of one of
two equiprobable ways of transfer (with a retugn¥iN,s .= N >5.t—1,=

= —log, 2//* —log, 2 = —log, 4/yf = —log, Ry/?. The size standing under
the sign of the module expresses a rule of addafamplitudes of

probability of transition. Let's consider transiti@f object from an initial
state to the final stateby m distinguishable ways. According to the rule of
addition of probabilities of independent events thbability of this
transition is equal taw s =2 ws_s, Or /<f/s>/2= 2 /<f/s>,/2. At identical

to each way of transition uncertainty of transitioh bits is equal to
amplitude of probability of transitioN m s.; = — log, m//* At indiscernible
ways of transition to uncertainty of transition fardistinguishable ways the
information of a choice of one of equiprobable ways (with a sign a minus)
is added:l ,, = log, m. Hence, uncertainty of transition of object from an
initial state to the final statandiscerniblem will be equal to the sum of
uncertainty of transition for distinguishable m wagnd uncertainty of a
choice of one o equiprobable ways of transition:

Nms—»f: N’ m s-f -1 m - Nms—»f:_logz m/w/2 - IOme =_|092n?/‘/j/2:

= — log, /myy/>.

The size standing under the sign of the moduleesgas the rule of addition
of amplitudes of probability of transition. The chmation of classical
addition of probabilities at distinguishable al@times with a classical choice
of one of several equiprobable ways leads to quamhechanical wave rule
of addition of amplitudes.

5.3. Description of physical systems

Assertion 5.3.1.Physical systems, the objects observed are desciige
wave function or the amplitude of probability degieig on quality
parameters and variables physical characteristics.

Assertion 5.3.2.The square of the module of wave function or aomgitof
probability is density of probability or probabyit

Assertion 5.3.3.Physical systems, objects, the observable are itbescby
the information characteristic - uncertainty (infoation). A measure of
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uncertainty (information) is the Shannon informatientropy, defined as
functional on wave function or amplitudes of proitiab

C. Shannon [3] has entered the concept of infoonagntropy. Entropy H of
a discrete random variable: = - 2'p log, p [bit] (H = =2 'p In p. [nut],
Entropy H of a continuous random variable(x) = -/ p(xlog, p(» dx [DIit],

(H) =-1 pe In pex) dx [NUL]).
Assertion 5.3.4. Heterogeneity of physical system is described kg th
information characteristic of - divergence, definad functional on wave
function or amplitudes of probability.
Presence and properties of the heterogeneity sedigiyibution r, will
estimate information divergencer/r [33] distributions P concerning
uniform distributionr

P(X)
D(P/ R) = -] F(}llbg,——[x= —J P(x)llbg,, P(Ytx+ | R Hllog, R ¥d,

R(%)
Where p(x - the distribution corresponding to heterogeneityd aix -
uniform distribution to intervab< x< a

0 if —o<x<0
1
R(X) =4 —if O<xar.
a
0 if a<x<oo

If p(x Is defined on intervab<x<a information divergence is equal to

a P(X) a
D=-] P(x)[l]ongEux: - P()@EIogz(a]F( %) d.
0 _ 0
a
a a a
D=-] F’(><)Eﬂ092(aDP( Q) d=-[ R 3@092 alde] P )@092 P X dx
0 0 0

a
—Iogza—({,P(x)Elog2 P(x) dx= N-Iog2 3
Information divergence concerning uniform disttibn differs from

uncertainty (information entropy) ORlog, a.

Assertion 5.3.5.Unitary transformations are described by the infation
characteristic - joint entropy
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Let's define for the unitary operator (transformali unitary matrixu = | |

. Usi .
Shannon matrixsH(u) :H%hiiH = j‘_ , i,i =1,..n Which elements are elements of
n

a unitary matrix, divided on/n .
Let's define on Shannon matrix final probabilityase: seto of elementary
events (outcomes) is made by steams of basic #egtok; basesy and x;

their probability measure is set by squares of rresdof elements Shannon’s

"
matrixes p; (SH(w) :‘ ”‘ (probability of joint realization of statgs andx; at

J
n

2
1‘{,&‘ =1. At

U
measurement of statgsin basisx). z Pij (SH(W) = z‘l
i nl i=

Vol

such definition of final probability space for cahered unitary matrix

’ :H”‘J H at measurement of statésn basisx the probability of realization;
. 1 2
and ; is equal top; (s = |y
n

n B ni1 ‘ B
J ,Elpij(SH(U))—Eln‘lﬁ =

2

_E > P (SH(U))—Z 21 M =1. Thus, the matrix of joint probabilities
i=1j= i=1j

2

iIs defined on Shannon’s matrix to a matrix

P(SH(V)) = H‘ Uhij
n

unequivocally. Using a matrix of joint probabilgiewe will define the joint

entropy corresponding to unitary matrix
2 2
1

U =

'J
lo ‘ U)‘ —Z 2 lo
92 | Whij( 2171, 92 .

. H(U) = H(P(SH(U))) _—i: z ‘Lgh”(U)
Assertion 5.3.6.Interaction of physical systems, objects is desctiby the
information characteristic - theautual uncertainty (mutual information).

The mutual information entropy, of random variables andy is equal to

[B]. 1, =Ny +Ny-N,, Where n,, ~n, - uncertainty (information entropy)

random variables< and y; n,, - joint uncertainty (information entropy)

random variablesx,y). The mutual information can be considered as a
measure of entanglement of physical systems.
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5.4. Information restrictions on physical transformations

Assertion 5.4.1.Transformationsu of the statey) =< |x) in the complex

X

Euclidean space, saving probability structure of state (the sum of
probabilities received at measurement of one obtmc states for the

2
-1, and the sum of

C
X

initial state |y)=xc [ equal to unit(js)s))==x
X X
probabilities received at measurement of one ofcbhsimtesx for the final

Cc
ux

2 .
=1), are unitary.

stateu|y) =uzc |)=xc | equal to unit<\u¢/>Hu¢>> =

X X X
Unitary transformation is a linear transformation = ujX; + Upxy +... +
unX, (I = 1, 2...,n) with the complex factors, saving invariable thansof

. 2 2 2 2 2 2
modules sizs|” +[x)| + ..+ 4| =[x+ 4]
Let's consider any state of physical sys{gjn . |x). Decomposition factors
X

on the allocated basis (classical states) are dcate amplitudes, and the

: 2 . - .
square of the module of amphtucﬁg{ Is equal to probability of system in
statex, i.e. the probability of basic stateat measurement of state

2 : .
. Transformations should save equality to

|w) =3¢ |x) is equal tor(y),x =
X

C
X
unit of the sum of probabilities at measuremertdrod of the basic statefor
2

c

=1
X )

initial |4) =xc |x) and the final states|y) =usc [ =3¢ |9 (w)[¥)) ==

X

(uo)ue)) =<le,,
X
Assertion 5.4.2. Transformationso of the state\@:zcx\x} in the real

X

Euclidean space, saving probability structure ot thtate (the sum of
probabilities received at measurement of one ofldasic state* for the

X X

2 . .
=1. Thus, transformations should be unitary.

initial state |y)=xc |x) equal to the unit(jy)]s)) =x ", and the sum of

X X

probabilities received at measurement of one ofldasic statesc< for the

Cc
X
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final stateoly)=oxc|9=2c |3, equal to the unif|oy)|as)) == X2:1), are

X X X

C
(o)

orthogonal.

Assertion 5.4.3 Transmitting transformations are the most simple.

Such movement of space at which the movement opaiits is equal to
y = x+ z IS called translation motion (shift). Transmittitgnsformations of

coordinates im-dimensional Euclidean spad&# are defined by no more
than n parameters that is less in comparison with othardsk of
transformations.

Assertion 5.4.4. Linear transformations of coordinates, as well as
transmitting, are the most simple transformations.

Linear transformations of coordinatesnfdimensional Euclidean spaé&#
are defined by no more thad parameters that is less in comparison with
other kinds of transformations, except the transmgtones.

Assertion 5.4.5The real variables are the most simple.

The real variables are described by one number, camaplex ones are
described by two numbers.

Assertion 5.4.6.In the Universe transmitting transformations of miinates
operate as the most simple.

Assertion 5.4.7.In the Universe linear transformations of coordiesit
operate as the most simple.

Assertion 5.4.8.The observable is the real variable as the mosplsEm
Assertion 5.4.9.At transformations of systems of coordinates uao®st
(information) is saved in that and only in that easvhen Jacobean

transformations is equal to unitt 2" =1,

Y1 ¥
Let's consider transition from coordinates-(x ...x,) to coordinates
y=(y ¥y ) - y=wx. Let Ny Ny values of the uncertainty (information)
characterizing physical system in coordinates and y, p =),
2

p(Y) =l (|-

Ny = f..] | dy ...dy = N, - [..] n3CE gy g

y PO Yy DINPCY Wy )Y Oy x ~1d pOg %y )N ﬁ) X O

1= 9n

The law of simplicity of complex systems demandsalization in the
Universe of linear transformations of co-ording@sthe most simple).

Let's consider further linear transformations obrclinatesy = ax or y :qu

X

In this case Jacobean is equal to a determinangtofn transformation of
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-1
and value of the uncertainty (information) charazieg

-1
d)i ...d)ﬁ.
]

coordinateSset

a
ij

physical system in new coordinates, equal to

a
i

Ny = “Jod PO e Yy DINPOY e Yy AN Ay = Ny = o] pOY e Xy )In[ de

Assertion 5.4.10Uncertainty (information) is saved in that and omlythat
case, when value of a determinant of linear tramsédion of coordinates is
equal to one unit.

The proof is obvious.

Assertion 5.4.11.At global gauge transformationg () =e“w(%, a = const
uncertainty (information) is saved.

Let's estimatey (yy'(9 = e (3 &u( x=e e gy = o3 3. (77 andae -
as complex numbers switch). Henegy (x| 1og; | (4 dx= ~lw (9% logplw (3> dx -
uncertainty (information) is saved.

Assertion 5.4.12 At local gauge transformationg(x = ¢
(information) is saved.
ia(x)

Let's estimaterw'(»=e ““a3&@yy. As gy - complex number, and
¢ generally a matrixs “g(yu(3e” = & Tl N € =lp( W 2 =l W

a(x)

w'(x uncertainty

(complex number g switches with matrix ¢'9®). Hence,
Tl (9P toga|w (x)|* dx= Tl (3|2 logz | (4° d» - uNcertainty (information) is saved.

Assertion 5.4.13. Observables as real variables are represented by
Hermitian operators.

5.5. Reliability of physical transformations

Assertion 5.5.1. Transmitting transformations save uncertainty
(information), therefore owing to the law of conssron of uncertainty
(information), they are physically realized.

Owing to the law of conservation of uncertaintyansformations of the
isolated (closed) systems are physically realirethé only case when they
save uncertainty (information). Jacobean matrindnaitting transformation
yo=x+2 Is equal to identity matrix
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1 0
X ey 0 1
3 1o Xy )= E=
Y1 .Y,
1 n 0 0

The determinant Jacobean matrix transformationamistation (shift) is equal
to one unit. The physical reliability of transmiitgi transformations directly
follows from the law of conservation of uncertainynformation):
uncertainty (information) of the isolated (closedystem is saved at
physically realized transformations and only at sbslly realized
transformations.

Assertion 5.5.2.0wn rotations are conservation uncertainty (infotion),
therefore owing to the law of conservation of uteiety (information), they
are physically realized.

Unitary transformations with a determinant equal ¢me unit are
transformations of its own rotation. Such transfations save uncertainty
(information), hence, in the isolated (closed) syst they are physically
realized.

Remark 5.5.1The group of unitary matrixes with a determinaniado one
unit, is isomorphic to the group of its own rotatoof space, and the group
of own rotations of system of coordinates.

Assertion 5.5.2. Transformations of classical mechanics (Galilee
transformations) save uncertainty (information)erdéfore owing to the law
of conservation of uncertainty (information), theg physically realized.

Galilee transformations leave invariable the irdd’ - d>12+ dx22+ d>§. They

can be formally considered as rotation in Euclid@éahmensional space.

Galilee transformations consist of three indepehdetations in planes x
i

and three transformations responding to arbitrasng a choice of the

beginning of coordinates system oOfx - x +a (transmitting
u /7

transformations). All of them save uncertainty. En Galilee
transformations in the isolated (closed) systeragaysically realized.
Assertion 5.5.3.Transformations of the special theory of relatiikyprentz
transformation) save uncertainty (information), iéfere owing to the law of
conservation of uncertainty (information), they ateysically realized.

Lorentz transformations leave invariable the ind = of - d{— dxzz— df.

They can be considered formally as rotation in @dedtuclidean 4-
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dimensional space-time (Minkovsky space) for whtaln generators in
plaI’IGStxl,txz,tx3 are purely imaginary. Physically they respondramsition

system of coordinates moving along the set of axe3ransformations to
|
planesx x are usual rotations. Therefore Lorentz transfoionatconsist of

1]
three independent rotations in planes and three independent movements
i

along the axesx. Besides these six transformations of symmetry in
|

Minkovsky space four more are admissible, respantbrarbitrariness in the

choice of the beginning of system of coordinates. x +a (transmitting
U u oy

transformations). All of them save uncertainty. En Lorentz
transformations in the isolated (closed) systeragaysically realized.
Remark 5.5.2.To each transformation in initial n-dimensional Haean

space B with coordinates x there corresponds a set ofstoamations in

subspacesibf initial space B (g' o "), and private transformations should
conservation uncertainty also.

Assertion 4.5.4.Reflexions, not own rotations, time inversion iolased
(closed) system are forbidden and physically unzahle.

Reflexions, not own rotations, time inversion apebfdden and physically
unrealizable as determinants of corresponding fibamsitions are equal to a
minus unit.

Remark 4.5.3. According to the law of conservation of uncertainty
(information) an isolated (closed) physical systsannot pass from the state
w(x) In the statey(-x) (reflexion), from the state(x in the statey(-ux (not
own rotation) and from the stagex.t) in the statey(x,-t) (time inversion), but
the systems described by the wave functioRs=w(-x, ox) =w(-Ux,
@(x, 1) = (x,-1) can exist.

Assertion 5.5.4.Global gauge transformationsx =¢%¢/(», a=const Save
uncertainty (information), therefore owing to thaw of conservation of
uncertainty (information), they are physically rieald.

ia(x)

Assertion 5.5.5. Local gauge transformationsyg(y=¢""¢'(» Save
uncertainty (information), therefore owing to thawl of conservation of
uncertainty (information), they are physically rizald.

5.6. Properties of space-time

Assertion 5.6.1.The physical realizabilityof transmitting transformation of
time means uniformity of time.
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The given Assertion follows from the definition wfiformity of time.
Assertion 5.6.2.The physical realizabilityf transmitting transformation of
space means uniformity of space.

The given Assertion follows from the definitionwfiformity of space.
Assertion 5.6.3.The physical realizability of transformation of owstation
of space means isotropy of space.

The given assertion follows from the definitionaafn rotation of space.

5.7. Physical laws as consequence of informaticsig

Assertion 5.7.1.Spatial uncertainty (information on a particle angement
in space) defines Newton gravitational potentiatl @oulomb potential (the
first derivative of uncertainty on radius), intetysof gravitational field and
Coulomb’sfields (the second derivative of uncertainty oniuajl

Newton gravitational potential in point created mass,, being in point

aand,p=->"2 wherec - a gravitational constant,, - distance from point
fab

a to pointb. Potential energy of a body with mags, being in point b, is

equal togm,, i.e. o potential energy of a body of individual mass e t

given point of gravitational field, and intensity a gravitational field is

equal to the gradient of gravitational potential.

Let's consider three-dimensional Euclidean spdc&Ve will allocate in him

a sphere with radius and volumev =2 3. We will assume, that in the
3

sphere there is a particle which radius is equg| t;d volume, = fmg.
3

Uncertainty of a particle arrangement in a sphepat{al uncertainty of a
particle) is equal to

\Y r
N =logy — = 3log, — = 3logy r — 3log,r .

Vo )

The first derivative of uncertainty on radis - ° ! to within a constant is
dr In2 r

gravitational potential of unit mass. The secondvdéve of uncertainty on
2

radius%r; =—I:2 rl to within a constant is intensity of gravitatiorfald.

Thus, spatial uncertainty (information on a pagtierrangement in space)

defines Newton gravitational potential (the firgrigdative of uncertainty on



62

radius) and intensity of a gravitational field (tsecond derivative of
uncertainty on radius).

It is similarly connected with Coulomb interaction.

Assertion 5.7.2.From the time uniformity the law of conservatioreaotrgy
follows.

This physical assertion follows from the definitiof time uniformity and
Noether theorem.

Assertion 5.7.3. From space uniformity the law of conservation of an
impulse follows.

This assertion follows from the definition of spacsiformity and Noether
theorem.

Assertion 5.7.4.From space isotropy the law of conservation ofrtf@ment
of an impulse follows.

This assertion follows from the definition spacetispy and Noether
theorems.

Assertion 5.7.5 From Lagrangian invariance concerning global gauge type
transformationsy ' = €“© 9 where Q - a charge dhe particle described by
field ¢, anda - any number which is not dependent on existeatiatdinates
of a patrticle, follows the law of conservation offzarge.

Remark 5.7.1. Themup of such phase transformatidhgl) - unitary group
of an order 1 (multiplicate group of all complexnmoers equal on the
module to a unit. Elements of group(1) define, actually, corner size: the
complex numbez can be written down as= € ® (ande will be already real),
and multiplication of complex numbers will pass addition of corners.
Thus, for grougJ (1) it is possible to understand all planes oflibginning
around of coordinates as the group of turns of@egior group of turn§Q
Assertion 5.7.6. From Lagrangian invariance concerning local gauge

transformations of types( =™y (%, wherea (x) - generally a matrix

depending on existential coordinates, laws of ebecagnetic, weak and
strong interaction follow

Through gauge invariance it is possible to desciibestandard model

electromagnetic, weak and strong interactions [B#p basic characteristic
describing physical system in the quantum mechaniegave function - is

size complex. However, all observable sizes, whighunder construction as
bilinear combinations of wave functions, appearenat. As a result it turns
out, that anything in theory predictions will ndtange, if wave functions are

multiplied by the complex number equal on the meduol unit -€?. (The
Interfaced function is multiplied, accordingly, lilge interfaced complex
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number). Thus, the quantum mechanics is invariatdba) gauge
transformations.
Whether is invariant to the quantum mechanics |lgealge transformation

€’®? The quantum mechanics of a free particle appeatsinvariant
concerning local phase rotations. For invarianseoration it is necessary to
enter a new field which "feels" that internal spatevhich phase rotations
are made. As a result, at local phase rotationsbsiltransformed by both
wave functions, and a new field and this changesthe equations
compensate them, "calibrate" each other.

Absolutely similarly it is possible to enter ancduga transformations of more
complex kind which are responsible for invarianmesome more complex
space of internal degrees of freedom. So, for el@mpvariance concerning
rotations of quarks in color space leads also &b $trong interactions and it
possible to describe as gauge fields. It is imfssio describe weak
interactions separately as gauge, however thenenéxpectedly graceful
method of the description of electromagnetic andakwventeractions
simultaneously as two different displays of someggaelectroweak field.
Thus, all fundamental interactions are deduced fmn lbasis of gauge
invariance. From the point of view of constructmfrthe physical theory, it is
the extremely economical and successful scheme.

Assertion 5.7.7.From the law of conservation of uncertainty (infatron)
Gibbs thermodynamic equation (the basic thermodymatentity) follows.
Let's assume, that at transition of system frormdial state to the final state
the particles are formed (quanta of radiation vggino weight of rest), each
of which containsi ;=1 bit and has energy,=n. Owing to the law of

conservation of uncertainty (information) the gexted particles should
possess the information equaldc -1, i.e. should be generated
n=1-1"=a radiation quanta. Owing to the law of the conseoweof energy,
the generated quanta of radiation should possessgyenh equal to
AU =U"-U'. Thus,nv =au.

We will consider that the system represents abslyldtiack body. Average
energy of radiation is connected with temperaturéhermal radiation of
AU

absolutely black body,, = =27kt [35]. ASn=ar, a2, %T =aU, OF T =
2, 7kAl

or au =2,7ras. In differential kindt =
2, 7TAS 2, 7kdl

At as=1a1 T= Or du =2, 7kTdl .

At ds=kdl T = Or du = 2,7TdS.

2,7ds
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Thus, from laws of conservation of uncertainty gmmhation) and energy, in
that specific case at = kai Gibbs thermodynamic equation (The expression
for the total differential of the internal energy galled the Gibbs equation)
follows: du =2, 71ds.

Generalization on more general case- Tds- Pdv+%,uj dy is made by the

account of performed job and the account of additb particles in system
without fulfillment of job and addition in the rigipart of the corresponding
composed. The difference of resulted expressiom fitee standard form of
Gibbs thermodynamic equation — the presence inghé part of factor 2,7.

Let's assume, that at transition of system frommdial state to the final state
particles (hadrons are baryons and mesons are dowite nonzero mass of

rest), each of which contains bit and has energy

2 m,C

Ep=mpc + P~ . Owing to the law of conservation of uncertainty
2

(information) the generated patrticles should passias information equal to

ar=1"-1", j.e. should be generated:ﬂ particles. Owing to the law of

'

conservation of energy the generated particles Idh@ossess energy
2

2
myC Al Al mpc ,
nEp:nmp02+ nt  equal toau=u"-u. Thus, —mpc2+— P~ au. We will
2 | I, 2
p p

2
consider, that each particle has three degreeseddm. Then®" - 3.

2
Al A myC Al A 3 Al 3 A [k

As —mpc2+— P~ ~au, —mp(:2+—fkT:AU, or AU——mpczz—iT. At
Iy lp 2 Ip Ip 2 Ip 2 1,

Al 3 dl 3

AS = KAl AU ——mpcz = 1as. In differential kindau ——mpcz = Tds.
I 2, I 2,

Thus, from the laws of conservation of uncertaimyormation) and energy,

in that specific case &= kdi, Gibbs thermodynamic
. dl 3 . .
equationau ——mpcz -— 71ds. Generalization on more general case

Ip 2Ip

du =Tds- Pdv+ Xy, dy IS made by the account of performed job and the
]

account of addition of particles in system withdulfilment of job and
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addition in the right part of the corresponding pased. The differences of
resulted expression from the standard form of Gthbsmodynamic

equation — the presence in the left part additicmmahposedrﬂmpc2 and in

I

the right part of factor>_.

2Ip
As the law of conservation of energy follows frame daw of conservation of
uncertainty (information) thermodynamic Gibbs equratfollows from the
law of conservation of uncertainty (information).
From information laws of simplicity of complex sgsts, conservation of
uncertainty (information) follow physical laws obreservation of energy, an
impulse, the moment of an impulse, a charge, @ewgnetic, weak and
strong interaction, Gibbs thermodynamic equation.
Assertion 5.7.8. At least six g-bits are necessary for the formatmh

fundamental particle.
6. Physical Informatics

The new synthetic discipline which is uniting theypicist and information
theory was given the name «Physical Informatics».

Let's enumerate the main questions of physicalrimédics, which the author
researched.

Information methods of research of physical systdraws of informatics.
Evaluation of information entropy, information drgence, a joint
information entropy, mutual information, differeaiti data capacity of
physical, chemical and biological systems.

Estimates of volume of information in the physiadiemical and biological
systems (fundamental and elementary particles, stonolecules, gases,
liquids, solids, stars, black holes ,..., RNA, DNzells, viruses, organisms,
..., a man, the Universe).

The laws of physics as a consequence of the lawsarfmatics.

Calculations of the physical processes (eg, partlecay, nuclear reactions).
Characteristics and properties of information iatéion of physical systems.
Informational constraints on the formation, devehgmt, interconversion of
the fundamental and elementary particles, atomsecutes, gases, liquids,
solids, stars, black holes ,..., RNA, DNA, cellsuses, organisms, ...
Fundamental limitations on memory capacity and petiglity of information
systems.
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The volume of information that determines the dubsi of creation and
development of the Universe. The mass of the Initeterogeneity of the
Universe.

Expansion of the Universe - the cause and sourcmfofmation in the
Universe (the structure of the Universe, the cosgiobll objects, including
stellar systems, civilizations, Mind, Intelligené&owledge, Cognition).
Models and methods of management of the Universanadgement of
development of the Universe from within. The neadexternal management
for expansion, development of the Universe?

The need for classical objects, classical logiassical information for the
existence and understanding the Universe.

Life as an effective way to the formation of class$iinformation in the
Universe.

Information characteristics of civilizations in th&niverse. Possible
influence of civilizations on expansion, developmesf the Universe.
Cognition of the Universe civilization.

Characteristics of the minimal subject of knowledge

Methods and tools for the compact of submissiorkraiwledge. Methods
and means of preserving the accumulated of citiinaknowledge.
Information foundations of the theory of quantumawgty, "theory of
everything".

7. Conclusion

The new synthetic discipline which is uniting theypicist and information
theory was given the name «Physical Informatic$»we Works of the author
and American, Canadian, European, Chinese,... ssigndire confirming
primacy of information laws: the information lawsfprmatics laws) define
and restrict the physical laws; the informaticsddvave general, universal
character, operate in all possible universes, @weithe universes with
different physical laws. The given data show, thkia priority use of
information methods of physical systems researdbnigs to the author,
though the last results of foreign scientists ay \nteresting and important.
The informatics laws together with the physical dawill allow to open all
secrets of nature, in particular, to constructtti®ry of quantum gravitation.
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INFORMATION INTERACTION IS THE FIFTH TYPE

OF FUNDAMENTAL INTERACTIONS

(Gurevich I.M. «Informatics Laws — the basis of misture and cognition
of complex systems»$n Russian/The second edition.
Moscow. «Torus Press». 2007. Pp. 181-188.
Gurevich Igor. Information Interaction Is the Fifffype of Fundamental
Interactions. Volume 2, Number 10, 2011 of Compukechnology and
Application. Pp. 813-817.)

Abstract: Information is an integral part of the Universe. By physical
essence information is heterogeneity of matter amérgy. Therefore
information is inseparably connected with matted anergy. The universal
measure of information in physical heterogeneitthes Shannon information
entropy. An information approach along with a pbgbione allows to obtain
new, sometimes more general data in relation ta datained on the ground
of physical rules only. The results presented irs thaper show the
effectiveness of informational approach for studythe interactions in the
Universe. The paper shows that, along with the ighl/snteractions the
gravitational, electromagnetic, strong, weak irntgoms exists fifth type of
fundamental interactions - information interactiovhose magnitude is not
dependent on distance. The existence of informatioteraction is
determined by the entanglement of quantum stategyantum subsystems.
The magnitude of information interaction is meadurebits.

Key words: Physical interactions, quantum system, entangledest
information interaction.

1. Introduction

There are four types of physical interactions: geaonal, electromagnetic,
strong and week. The force of each type of intewactlepends on the
distance between interacting objects. For exanipgeforce for gravitational

interaction is the inverse square of the distaretevéen the objects, for the
strong interaction it decreases exponentially with distance, interaction
between quarks is proportional to the distance. fiibe of dependence of
interaction force on distance is defined by reléydrysical law [1].
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Entangled states, subsystems of quantum systera Qixté to the fifth type

of interaction — information interaction. “Entangient is a unique quant
mechanical resource which plays key part in a nunolbenost interesting

applications of quantum calculations and quantuiormation; this is a kind

of iron in the bronze age of classical world. Eglament is considered a
fundamental resource of nature compared in impoetato energy,

information, entropy or any other fundamental reseti[2]. The magnitude

of information interaction is not dependent onahste [3, 4].

2. Estimate of information interaction of entangledstates, subsystems

To make an estimate of connection between two gjtbis suggested in the
work [5] to use mutual information {@dopmarnuro ces3u» in Russian [6,
7]). It is shown that information interaction ofdw-bits is in the range of (0,
1), and the maximal interaction between two en&ahgj-bits is equal to one
bit.

As interaction of entangled states is measurednfarmation units it is
natural to consider this interaction to be infonmrmt

In general connection (more precisely as it willdear later — the magnitude
of interaction) between entangled subsystems ABaaflquantum system

A + B, as well as the connection between two g-bits cachlaeacterized by
mutual information.

Mutual information of two quantitied u B communication is defined as
follows [6, 7]: 1,5=N+Ng-N,g Where 1 is mutual information of

subsystemd and B iS 1,5 =N,+Ng-Ns N, N, — Uncertainty (information
entropy) of subsystemg, B, N, IS joint uncertainty (joint information

entropy) of systena+ B.

Joint uncertainty (joint information entropy) ofetloint allocation of events

x and y is equal toN,, =-% pjlog, 5 , Where p; is probability of joint
N

execution of the eventfor x and j for y, > p, =1.
i

For estimating mutual information of two subsystesharbitrary system we
use representation of the system in the form ofrsdhdecomposition [8, 9].
We present the wave function (probability amplifuge, of the system

A+ B
consisting of two entangled subsystemsand Bin the form of

d
Y :Elci‘“i>‘/3i>
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whered is dimensionality of subsysterhand B (dimensionality of relevant
Hilbert spaces)|a;).|4)- are orthogonal basis vectors of subsysterasd
B ; while ¢ —are amplitudes of vectos)|3 ).

The matrix of joint allocation of basis states oblpabilities for subsystems
of the systema+ B while using Schmidt decomposition is equal to

2

c/ o o o

0 0

iai . AB

0 0 0 |[¢f
and vectors ofP, allocation probabilities ofP] realization for basis vectors
\a), |B) of subsystems\, B are equal, that is

r=(af, of o lef)s T =lafs off o o)
That said the joint uncertainty,, of subsystems\, B for the systema+ B,

as well as uncertaintiels,, N, of subsystems\, B discretely are equal, that
IS

d |12 2 d, 2 2
NAB:_El|Ci| 09, 5|, NA:NB:‘i§1|Q| log, |¢|",

and the mutual information,, (magnitude of information interaction) of
subsystems., sfor the systema+ B is equal to

lag =NA+tNg=Npg= ‘é1|°i|2'°92|°1|2 bits.

From the law of uncertainty conservation [3, 4follows that if a system is
at the statey, then at changes of coordinates and orientatiom-bits,
subsets of g-bits, subsystems, entangled statgsniral, the uncertainties of
entangled states remain.

Q-bits contained in the interlinked position can dso moved relative to
each other with any speed without changing the i@io#y which explains
conservation of magnitude of information interaatio

By using the connection between information andogyt S=kII ([6, 7] as
well as between entropy and energy (potentiah T ods- Podv(see [10, 11])
information interaction of subsystemsand s can be described in accepted
units of energy (ergs, joules). The energy (poédntof interaction of
subsystemssand s for the systemm + B (energy which is necessary to break
information interaction betweeaand B in the accepted units of energy is
equal to
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Eag = SOT= kOTO AR

It is evident that maximum information interactiog; of subsystems:, 8
for the systeneucremsr A+ B is equal tol 55, =log,d Dits.

In as much as for unentangled subsystems 1 ,.... =0, then information
interactionF, ., of subsystems\, B for the systema+ B lies in the range of

<l Oor 0OsF, ;s <log,d.

IABmin < I:IAB = " ABmax

3. Examples of estimation of information interactim of entangled states

Example 1.

Let joint allocation of probabilities of subsystems s states fora, B the
systenmcucreMs A+ B IS equal to

B, :iz, i,j=1...,n, and
n
1 1
P=
1 1

Joint uncertainty of subsystems B is
21 1
Nag = _i,zi By Iogij =-n ?Iogz? = 2log, n.

As this takes place allocations of probabilitiessabsystemsA,B (p,q;)

states and uncertainties of subsystems (N,, N,) are equal to

1 . 1 .
p==, i=Ll..n,q,==, j=L...n;
n n

1 1
NA=—Zingogzq =—rknlogzg= log, n;

1 1
Ng =X Pj log, pj =-n— log, — = log, n.
J n n
Information interaction of subsystems B for the system+ B is

In this case subsystems, B of the systema+B information does not
interact.



74

Example 2.
Let the joint allocation of probabilities of subsysis A, Bstates for the

systema-+ B is equal top, :%5”, i,j=1...,n, and
B 0O 0 O
n
1
-0 = 0 0
P= n :
0 0 ... O
000t
n
Joint uncertainty of subsystems A, B IS

1 1
Nag = _Z p; 109, p; =-n—log,—=log,n.
0 n n
Probabilities of subsystems\, B (p,q;) states and uncertainties of

subsystems: , B (N,, N;) is equal to

1 1
N, =-2_plog,p =-n—log, —=log;n.

1 1
N =-2_p;log,p; = ~n—log, —=log,n.
J

Information interaction of subsystems B for the systema+B is equal to
| . =N,+N; —N,z=log,n+log, n—log n=log,n.

In the given example information interaction of sygtemsA, B for the
systemA+B equals to the maximal possible information intecac

Example 3.

Let the systema+B, of the subsystema, B contains =N bits of

information. Thereat the number of g-bits in each tlee interacting

subsystems is approximately equals ko and the dimensionality of the
relevant Hilbert space equals to and the informaitteraction of
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subsystems does not exceed the value,Qf=log,d = N bits. Information

interaction of subsystems is determined by themelwf information in the
subsystems [3, 4, 12, 13].

Inasmuch as there are®1bits of information in the Universe [3, 4, 12, 13]
then one can estimate the maximal information augon of its two
subsystems.

Let the maximal possible volume of information (tgp in each of the
interacting subsystems approximately equals td°, 1@nd since the
dimensionality of the relevant Hilbert space equals =2'"", then maximal
possible information interaction of subsystems he tJniverse does not
exceedL0” bits.

All quantum objects, quantum systems and subsystemsosons and
fermions are subject to information interaction.ciMiam due to its universal
aspect seems to be the way of transmitter (cawfanformation interaction
(defining the carrier of information interaction the subject of future
research).

Note. Information interaction cannot be treated as a egumence and/or
characteristics of the known fundamental physictdractions: gravitational,
electromagnetic, strong, week, though the entargfietgs are made with the
use of these interactions, first of all with theeusf electromagnetic
interaction. Such treatment is not possible to dese to the fact that
information interaction does not depend on distamieige all known types of
interaction do.

4. Properties of information interaction

Information interaction (mutual information) of |ylstemsa, B of arbitrary
systemA+B, being in the statg, possesses the following main properties.

The information interaction of subsystemss is scalar.

The magnitude of information interaction of subseys$ A, B IS
symmetrical:l ,; =1, .

The magnitude of information interaction of subsys$ A, B is not
negative.

The magnitude of information interaction of subsyst A, B does not
exceed the value of;._ =N, =N,.

ABmax

At changes of coordinates and orientation and sie&d of g-bits, subsets of
g-bits, subsystems, entangled states in genemalrtbertainties of entangled
states remain.
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5. Decoherence of the entangled states, subsysteare reducing the

magnitude of the information interaction

It should be noted that in general intensity ofomfation interaction
decreases with time. The course of it is explaitgd decoherence of
entangled states determined by interaction witkered environment. In this
section the ideas of article [9] are used. «Decai@¥ consists in attenuation
(disappearance) of off-diagonal elements of systeessity matrix as a
result of orthogonalization of environment statesesponding to various
basis states of computer. Thus for quantum compuéeraction of register
with uncontrolled environment, ambiguities in paedens values of control
pulses, as well as uncontrolled interaction of tg-bs the origin of
decoherence state of quantum computer as a whole».

In general external environment is the source ofoberence of any
entangled states, subsystems. In article [9] theate of decoherence speed
iIs given which was received for the model of g-b#gstem at the
environment of interacting oscillators.

Systems with coherent environment of the type afestike “Schrodinger
cat”

|0,0,..0,) [ 33,..3) are subject to maximal quick decoherence. At thmes

time there are states that are free from decoher&uch are the states where
for one half of g-bits the state is equal/@p, and for another half it is equal

to |1).

As an example of such systems for even-number#tere is a system of the
type

| qgon /21n/2+11n/2+2"']n>i| l:lzjhlzon /2+10n/2+2"0n> :

In particular the states of Bel1,)+|10,) are free from decoherence.

Note that the vector§qo,.0, 1, .l /m0--1,) and |[11..1,,0, 5.0, .,--0,),

which present the states free from decoherenceeg®sxjual energy. In the
same way the vectorsl,) u |10,), containing the states of Bell free from

decoherence possess equal energy.”
Thus in a general case the decoherence leads teadewy and after the
expiry of some time to disappearance of informatiaraction.
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6. Conclusions

The paper shows that, along with the gravitatioelctromagnetic, strong,
weak interactions exist the fifth type of fundanantinteractions -
information interaction, whose magnitude is notategent on distance.

The existence of information interaction is deteraai by the entanglement
of quantum states, of subsystems.

In general connection (the magnitude of interagtibetween entangled
subsystems A and B of quantum systém B, as well as the connection
between two g-bits can be characterized by mundatmation.

The magnitude of information interaction is meadurebits.

In a general case the decoherence leads to dewyeasil after the expiry of
some time to disappearance of information inteoacti
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(Gurevich .M. Information model of a black holen Russian/Proceedings
of the conference VAK-2007. Kazan. 2007. Pp. 462-46
Gurevich .M. Of information models in cosmologyn Russian/.
Systems and tools of computer science. Vol. 17RIRS Moscow. 2007. Pp.
164-183. http://elibrary.ru/item.asp?id=13065809
I'ypesuu Urops. DUSUYECKAS MHOOPMATUKA. /In Russian/.
LAP Lambert Academic Publishing. 2012. 288

The information volume of a black hole of mass, is equal to

|l,o:2mG|v|fo nats, orl,, = 2nlG
hie A leln

2M“2‘) bits [1-3]. The information volume

contained in a black hole is proportional to its@egd mass. How to explain
it? Let us assume that a black hole containgirwise interacting particles
(g-bits). Then the quadratic dependence of themelwf information in a

black hole on its mass can be explained by the tfet each interaction

forms 1 bit of information. The black hole is deked with the wave

function ¢, :i401>|02>..|0n>+|11>|12>..|1n>). As mentioned earlier the volume

2

of information in the system described with thespra given function is
equal tor, = nEﬂr;l) bit. At n>>1 the volume of information in a black hole is

proportional to the black hole squared mqgsn—;. A black hole consisting

of n particles contains information, which isbits larger than a black hole
consisting ofn-1 particles:, -1, =" _(-Yh _

2 2
Let us compare the estimates of squared mass oflaek bhole:
M2, = hécnmgzuw (from cosmological formula [3]) ansl? =n*my¢ (squared
T

mass n of the particles composing a black hole). We have

2 2
M2 =g ="CN2 Astaras, =, thennzmﬁ:hmﬂhz%, or

216G 2 216G
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g = Ghi Eventually we obtain the estimate of mass of igdag
T

4
being part of the black hole$r:b:\/F
NG

1/%, that agree by its magnitude

hie

with Planck massn = =2,17(10°Q:

VIin2 hle
=—m 023/——509]10a
m, 2\/7—_[ G g

Therefore, a black hole is the aggregate of pagiglet us call them black
particles) each having a mass equal to 0.23thafdRImass) and interacting
with all other black particles that form a blacKenfi-6].

Emission and absorption of usual substance by a ld& hole.
Suppose that at the initial instant of time a blacke consisting oh black

particles has the mass o, =nim, and containS|n=n[(n+l) bits of

information. The black hole mass changes (increaseecreases) by black
particles (quantapM =m,. As far as each black hole has the sub-Planck
massm,, then the change in energy of a black hole in suchse is equal to
AE =my®. In the event of the loss of emission of one blpakicle the mass
of a black hole becomes equal ¥y, =(n-1)m,. In this case the volume of

(n-Din

information remaining in the black holelis, = bits. Change (loss) of

information in a black hole comes tobits.

For further estimates we implement the law of coreén of uncertainty
(information) [1, 4-6] and energy conservation pije.

According to the law of conservation of uncertaifityformation) a change
in the system “a black hole with the mags =nm,— external environment”

on emission of one black particle must be balarimethe occurrence oi
particles containing 1 bit each;-1__, =n bits. It can believed that photons

of frequencyv and energyw emerged.

In virtue of energy conservation principtelv = m ¢ andv =%. Because

\/W

‘/WE then the frequency of emitted photon must be letpa

2
v-l ”'n = 434007 4 )soc. Becauset, = "G < 541m0%sec, then
n 2\/_ n c®
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5
a¥IN2 - etus denote, = Vin2 1 _~ 'nzﬂ/ € ~0,43¢° 1/sec. Then
n 2\/ [, Nmty,  2Am \nlG

vV
v=-20]
n

In the case of a black hole containing one blackigla the radiation
frequency is maximal and in inverse proportion tanek time unit. Similar
dependences are true for absorption of photongduak iholes.

Note 1.In a general case, there must appeg@hotons having the frequency

of v, and aggregated energi‘yi =m,¢ equal ton bits.

i=1
Note 2.In a general case, there must appeaparticles with aggregated
information equal tov bits and aggregated energy?.
Note 3.In a general case, there must be absombguhotons having the

frequencies, and the aggregated ener@i‘yi =mcequal ton bit.

i=1
Note 4. In the general case, there must be absorbegarticles with
aggregated information equal #dbits and aggregated energy?.
Identical dependencies are true for cases wherophatre absorbed by black
holes.By virtue of the law of conservation of uncertainty(information),
the changes in the system “a black hole with thessma, =(n-1)m,—

external environment”, when the mass of a blacle hslincreased by the
mass of one black particle, must be determinedbsprtion ofn particles
containing 1 bit each; -1, =n bit. Suppose that there had been absorbed

photons of frequency and energyhw . By virtue of energy conservation
principle nttv = m é. The frequency of each absorbed photon must bal equ

2 2
e 2 3 _oeomd?

M Ch - 8772 MG n

consisting one black particle the absorption freqyeis maximal and
inversely proportional to Planck time unit.

Having the estimates of black holes distributionrbgss one can calculate
the intensity of aggregated distribution of blaclolds radiation by
frequencies and compare them with the experimestiltee From the
obtained radiation frequency expression one caw tine estimate of black
hole radiation temperature (as indicated by A.Dd9an

Let us calculate the temperature of the radiatibnaoblack hole. The
temperature of thermal radiation of the black badyelated to the average

to v= 1/sec. At the formation of a black hole
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energy of the radiation hv=27kT [127], or T:%. Because
2.2 3 3 3

. Me _In2 ¢ thenT = hv h n2 ¢  In2@EE
M 87 MG’ 2,7k 2,k 872 MG 472, TRIMIG

This estimate of depending the radiation tempeeatf the mass of the
black hole can be called the information dependeotehe radiation
temperature of the mass of the black hole that imstcup to a factor

3
22 _ o 51 with the assessment of Hawking -=—"— presented in [7].
2,7 8rkI(GM
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OPTIMAL BLACK HOLES

(Gurevich 1.M. Optimal black holes are the cosmatagobjects, which
minimize volume of information in areas of the Uense and in the Universe
as a whole. <ArXiv.org.astro-ph. arXiv: 1008.09415/08/2010.
15p.http://arxiv.org/abs/1008.0947)

Abstract

Black hole is called optimal if information conteatminimal at the Universe
region, consisting of usual substance and one Wiatk Optimal black hole
mass does not depend on the mass of the UnivegsenreOptimal black

holes can exist when at least two types of substame available in the
Universe: with non-linear and linear correspondehedyeen information

content and mass. Information content of optimatklhole is proportional
to squared coefficient correlating information @it with mass in usual
substance and in inverse proportion to coefficiemtrelating information

content with black hole mass. Concentration of mas®ptimal black hole

minimizes information content in the system “ussiatbstance — black holes”.
Minimal information content in the Universe consigt of optimal black

holes is only twice as less as information conssatilable of the Universe of
the same mass filled with usual substance only. ednithe radiation

temperaturer =1+ 12K the mass of optimal black holes that emergedhén t
systems “radiation — black hole” is equal to thessnaf optimal black holes
that emerged in the systems "hydrogen (protongaekihole”.

Keywords: Universe, Universe region, information, mass, lsudstance,

black hole, optimal.

1. Introduction

By using informatics approach one can theoreticalgmonstrate the
existence of black holes that minimize informatioontent of arbitrary
region of the Universe and place lower bound littotes on information
content of the Universe. The origin and cause dfintg black holes
existence is the occurrence of substance of twerdifit types: with square-
law and linear-law dependence of information conten mass. In the
presence of substance of only one type, the optagk holes do not exist.
The ffollowing tasks are solved. The direct task:discover information
minimum in the system "usual substance-black hatethe given mass of
usual substance and a black hole. The dual taskstover mass maximum
in the system "usual substance-black a hole" agitren information in usual
substance and a black hole.
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The present work reviews optimal black hole chanagtics in the systems
“radiation (photons) — black holes”, “hydrogen (janas) — black holes” and
in the system “several types of usual substandackholes”.

2. Definition of optimal black holes

Let us estimate information content of the Universgion of mass =

under the arbitrary square-law relation betweerormation and energy
(mass) of the black holg, --ovZ, and arbitrary linear-law relation between

information and energy (mass) of usual substapeem, (under arbitrary

non-negative coefficients, ) [1-3]. Aggregated information content of the
Universe region of the masg . consisting of usual substance and one

black hole is equal to
lun rgn = Ibh+|us:a[M§h+:3EMus:
= a MG + AOMyp rgn ~Mpp) -
Let us find a condition for the minimum [4-8]:

2
Munrgn  a(lpy +1ys) (@ Mpp + BHUMyn rgn ~Mpp))

=2aM bh—ﬂ =0.

Assertion 1. vqy - is black hole mass, under which information conten

2a

of the Universe region of the mass consisting of usual substance and

one black hole is minimal.
Let’s call the black holeptimal under which information content is minimal
at the Universe region of the mass . consisting of usual substance and

one black hole. Black hole mass does not deperideomass of the Universe
region. Optimal black hole mass is proportionalcteefficient correlating
information content with usual substance mass andverse proportion to
coefficient correlating information content withalbk hole mass.

Note 1. Optimal black holes can exist when at least the twmes of
substance are available in the Universe: with mogak (for instance,
1 =ymmv?under yso0s-1) and linear correspondence between information
content and mass.

Assertion 2.Information content of optimal black hole is proponal to
squared coefficient correlating information contenth mass in usual
substance and in inverse proportion to coefficmntelating information
content with black hole mass:

2
/3 .
Note 2. We will observea dual taskof definition of the maximum mass

M of the system «usual substance - a black holexthat given
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information content - of the Universe region. Let's size up mass in

the Universe region containing the given mformattuzl)ntentMUn - at the

arbitrary square link between the information andrgy (mass) of black
hole 1, =amZ, OrF Mgh_f (Mbh—\/—\/I) and the arbitrary linear link

between the information and energy (mass) of usubstance -=sm , Or

M, =1, (at the arbitrary nonnegative coefficientg). The information of
s

the Universe region consisting of usual substandeoaie black hole is equal

to | =1+ . The massu of the Universe region consisting of usual
Un rgn bh us Un rgn

substance and one black hole, is equal to

’V|Unrgn"v|bh+'vI \/_\/KJ'*I __\/_\/K+*(I ~lpp) -

B Un rgn
We will discover an optimality requirement:

OMyn rgn _0(Mpp + M)

1 1
A= flpp +— I =l hh)
) \/; bh B Unrgn ' bh 1 1 1

=—0 - =

6 MUn rgn
As = D—<O the given requirement is a maximum requirement.

Further we havezfaéf, ?:M and information content in a black
a 2\lpy L Na

2
hole of optimum mass is equg| - The mass of a black hole at which the

4a

mass w of the Universe region maximum at the given infation

Un rgn

content of the Universe regioUn o’ Is equal to

2
1 — 1 /,8 B
M = — ./l =\ — =—.
Opt bh Va bh va \ da 2a

Assertion 1.a.The Information content in a black hole at whick thass of
the Universe regiomUn - consisting of usual substance and one black hole

and containing the given information contamrgn, IS proportional to a

square of coefficient linking information contentithw mass in usual
substance and inversely proportional to coefficienking an information
content with mass in a black hole:

2
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Assertion 2.a The mass of a black hole at which the mass ofie¢le df the
Universew containing the given information content IS maximum,

Un rgn nrgn

£

2a .
Information contents and the masses gained atdiutis of direct task (a
minimization of information content in the systemsual substance - a black
hole» at the given mass of system - assertions) Bnd a dual task (a
maximization of mass of system «usual substandadack hole» at the given
information content) assertions 1.a, 2.a), colcikhereby the concept of an
optimum black hole is identical and all subsequessertions and
relationships are also identical.

As far as the black hole mass under which inforomatontent is minimal at
the Universe region consisting of black hole anchitmn substance does not
depend either on aggregated mass of the UnivdredJpiverse), or on usual
substance mass in the region under study, themmihenal information
content of the Universe region (the Universe) candached if the Universe
region (the Universe) consists of optimal blackelsobnly. The maximum
number of optimal black holes of the Universe radiine Universe) is equal
to

consisting of usual substance and one black rokgualv, ,, =

NoptUn rgn = =Munrgn— Noptbhun = =M
Mopt bh B Opt bh

The minimal information level of the Universe reagidthe Universe)
consisting of black holes only is equal to

lun bh = Nopt bh Hopt bh =

Mun rgn 2a Mun 2a
Un _)

2a ,82 MUn E,B
=My —= '
B 4da 2
Note 3.Hereafter for brevity sake we’ll speak about thevdrse, though the
assertions and expressions are also true for ampitegions of the Universe.
Assertion 3. Minimal information content of the Universe consigt of
optimal black holes only is twice as less as infmiran content available of

the Universe of the same mass filled with usuastsuize only:

M .

Assertions 1-3 are true for any kind of linear dejence of information
volume on usual substance mass. The important@génsual substance are
radiation and hydrogen. Let's consider next theinogt black holes
characteristics in the systems “radiation (photenb)ack holes”, “hydrogen
(protons) — black holes”, “several types of uswddstance — black holes”.
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3. The Universe filled with radiation
Let's consider the Universe filled with usual sab&te (radiation). The
energy required for transfer, retrieval, recor@oé bit under the temperature
T can not be less than the valdg, = kT In2[9-10]. In accordance with the
Einstein equation, the mass required for transédrieval, record of one bit
under the temperatufiecannot be less than the vali,= (kT In2)/&. It is
easily seen that for record dbit underT = 1 K the mass no less tha,; =
Epi/c® =10%%joule/(9 -16° nf/s?) = 10™°kgis needed.
2

3
2 [G

, and for radiatiory - , thenmg == =——

hleOn2 k[T On2 20  4rGIKIT
information content of optimal black hole formedire system “black hole +

C

As far asq - and

2 5
B hit

4a 85 Ek2 DI'2 On2

result as the following assertion.

bit. Let’'s express the obtained

radiation” is equal tag,,, =

hECs

Assertion 4. Concentration of masss - of optimal black hole

4 OGLK T
minimizes information content in the system “pheten black holes”.
We note that the mass of optimal black hole thaerged in the system
“radiation — black hole” is in inverse proportiamradiation temperature.
The total number of optimal black holeg,,,, in the Universe of mass

consisting of radiation and black holes is equal to

2a 4 O0Gk T
Nopt bh = Mun = = My 3
B hiE
Assertion 5. The minimal possible information content of the udnse of

2
c

mass wm, ~consisting of radiation and black holes is equal, to

2k 0On2

Mn 08 .
- __"Un —
lunmin = |Opt bh |:NOpt bh ~ 2 bltS.

Thus, the minimal possible information content lo¢ tUniverse mass

consisting of radiation and black holes is propowl to the mass of the
Universe, the speed of light squared, inverselyppriional to Boltsman
constant and temperature of the Universe.

Assertion 6. The Universe of masg  , consisting of radiation and black

iy Juciuqny h[t3

holes, containing ngp, =My, ———3— black holes of masg,,,,=———,
nle y/qucinqn)

while each of the black holes of the given massagmthe minimal possible

information content equal to

C2
My bits
2k 00 On 2

The minimal possible information content of the \se of massv,,
consisting of radiation and black holes is propodi to the energy of the

IUn min
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Universe, inversely proportional to Boltsman constnd temperature of the
Universe. It is notable that the minimal informaticontent in the Universe
does not depend either on gravitation constantaikiRconstant

hEﬁ3

Mopt bh = - 9,001 g = 9,00m16 Kg.
477G KT

The mass of black hole under which information mimm is gained in the
Universe of massw,, consisting of radiation and black holes does not

22
depend on the gross mass of the Universe and & émy. 09010 Kg. It is
approximately one seventieth of the Earth mass lwkicequal tosmo®*kg.
Information content of optimal black hole is eqt@lq,,, = 12600°* bits. Our

Universe can contain about® black holes. The minimal information
content in our Universe of the mass equal-i6°kg, consisting ofic*

optimal black holes, and only of these, is equal to

2
[

~ 156m10°" bits.

'un min = Nopt bh Hopt bh =
2[kO 0On2

At T=271dk the mass of an optimum black hole is approximagejyal to

0,001 ™ kg, the information volume in an optimum black éois
approximately equal tac®®™ bits. So atr =2,°1d% (the nucleosynthesis

beginning) mass of an optimum black hole is apprately equal tac3 kg,
the information volume in an optimum black holeafproximately equal to
10°? bits.

Assertion 7.Information content of the Universe of masg, 10> kg

consisting of radiation and black holes ranges imitho®* <1, ,, <10'*° bits.

Assertion 8.Information content available in the Universe ofsma
M, ,consisting of radiation and black holes rangesiwith
2

c 2 2nlG
Mun < lyn = Myp

20k [T On2 AlEln2

4. The Universe filled with hydrogen (protons)
Let us consider the Universe filled with usual sabse (hydrogen). The
wave function of proton with upward-directed spid ]
1
¢(P’52 —j :ﬁ(z\pq\m)\p1>+2\p1>\p1>\m>+2\m>\p1>\p1>_

2
SR EXVISPREE) URY EXVR TRV ERY IRV R U LR LR R LD ED EO R R )
Uncertainty (information content) of proton struetus equal to 2,837 bits.
Having in mind the uncertainty of spin orientatibrs necessary to add 1 bit
- 3,837 bits. Information content in quarks (1 ibiteach) — 3 bit. Colour
information content - 2,585 bit. The total uncertgi(information content) of
proton contained in the proton structure, qurks @sldur and equal to 9,422
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bit. Hydrogen atom in the ground stat@/)(:M [12]) contains 11,422
2
bits (1 bit in atomic structure, 9,422 bits in grotand 1 bit in electron).

11,422 11,422

, and for hydrogen atonf$~ ., then

hlcOn2 a p

2 G

As far ass =

B 11,422 On 2007 Oc

Moptbh = = and information content of optimal black hole
2a ar Dmp 0G

formed in the system “black hole + hydrogen” is @&do

2 2
y4 (11,422) h e OIn 2

Optbh = = 2 bits.
4a g ) 06

Let us define the obtained result as the followasgertion.

11,42201In 200k Oc

Assertion 9. Concentration of mas®opton = in the optimal
a4 IZImp aG

black hole minimizes information content in thetesn “hydrogen — black

holes”.

The total number of optimal black holes,, ,,, in the Universe of massg,,
consisting of hydrogen atoms and blck holes is kgua

20 ATIM 35 Om ) OG

B 114220200 [k

Assertion 10.The minimal possible information content of the udnse of
mass m,,,, consisting of hydrogen atoms and black holesjigkto

NOpt bh ~ M Un

11,422 M
A [N _ Mun Mun = 57— bits
Un min Opt bh =YOpt bh 2 2|:mp mp '
Thus, the minimal possible information content bé tUniverse, of the
Universe of massv,, consisting of hydrogen atoms and black holes is
proportional to the Universe mass and inverselyprioonal to two masses

of hydrogen atom (proton).
Assertion 11.The Universe of massg,,, consisting of hydrogen atoms and

4T DMUI’] Emp aG
black holes, containing optbh = Mun black holes of mass
11,422 OIn 200 [

11,422 OIn 200k Oc

M opt bh = and each of the black holes of the given massasunt
am IZImp oG

the minimal possible information content equal to
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| =5 77MU”
Unmin = > bits.

m
p

The minimal possible information content of the \#se of massv,,
consisting of hydrogen atoms and black holes ipgntmnal to the mass of
the Universe, inversely proportional to hydrogenssigproton). It is
important to note that the minimal information camit of the Universe
consisting of hydrogen atoms and black holes da¢sdapend on gravity
constant, the speed of light and Plank constant.
Let us evaluate the mass of optimal black hole

11,4220In Zh (& 14 1
qutbh—i =1,7810 g= 178110 kg

4ITDmpIZG
Black hole mass, under which the minimum informatie gained in the
Universe, the Universe of masg, consisting of hydrogen atoms and black

holes, does not depend on the gross mass of thvetdaiand is equal to
17800 kg. This is about the boundary mass of primarglblaole equal to

12
=10 Kg. Information content of optimal black hole tual to

2 2
B (11,422) Oh Cc On 2

Optbh =~ =

! 2
da 8r Dmp 0G

=376 T bits.

There can be about™ optimal black holes in our Universe. The minimal
information content of the Universe whose masgjisakto the mass of our

Universe=10" kg, consisting of.o* optimal black holes and only of these,
Is equal to

n 79
=3,31010 e

Assertion 12.Information content of the Universe of mass of -1"°kg,
Un

consisting of hydrogen atoms and black holes liesthe range of

79 120 pai
10 <,y <10 bits.

Assertion 13.Information content of the Universe of mags,, consisting
of hydrogen atoms and black holes lies in the rasfge

MUn 2 2 0G
Slgn sMyp, B bits.
mp A OclOn 2

5,7
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5. Maximum information content of the Universe

The maximum possible information content availabl¢he Universe if the
latter  looks like one black hole of masswm,, [13]:

26

hledn2
Universe is proportional to squared mass of thevéhse, gravity constant,
inversely proportional to Plank constant, the speédight and does not
depend on Boltsman constant and the temperaturgneofUniverse. The
maximum information content of the Universe repnésé by one black hole
whose mass is equal to mass of our Universei0’{ kg), is equal to

~10%Obits.

lUn max =2 Myn, = M3, bits. The maximum information content of the

IUn max

6. Comparison of characteristics of optimal black hols in the systems

“radiation (photons) — black holes”, “hydrogen (protons) — black holes”
Let us compare characteristics of optimal blaclketah the systems

“radiation (photons) — black holes”, “hydrogen -adk holes”.

The following table presents information about tharacteristics of optimal

black holes in the systems “black holes — radidtidiblack holes —

hydrogen”.

Characteristic System “radiation System “hydrogen Note
(photons) — black (protons) — black
holes” holes”

Factor of

proportionality 271G 271G

“information - a= roln 2 a= roln 2

squared mass” for

black holes

Factor of

roportionalit 2

‘F‘}nfgrmation—y B=— - 11,422 ~ 11,422

mass” for usua KTIn2 m m

substance h P

Ext[:_)reslsion y f?(r " hc3 y 11,422 In 2c ‘I‘n i :_he Sfiterlz

optima ac = =—— | “radiation — blac

hole mass Optbh  47GKkT Opt bh 4rmpG | hole”, the optimal
black hole mass is
inversely
proportional to
radiation
temperature.

Estimtion of In the  system

optimal black 90910%%kg 17810" kg “hydrogen — black

hole mass hole” the optional
black hole mass is
=102 times less
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than the optima
black hole mass in
the systemn
“radiation — black
hole”.

Expression for

estimation of hc5 2

information | - (11,423 e In2

content of optima| OPtOh™ o 2.2, | logtbn="— 2

black hole 8my, G

Estimation of In the  system

information _ 62 38 | “hydrogen — black

content of optima|  Optbh = 126110 'opt bh = 3. 76110 ho)lle”, ’ information

black hole bits bits content of the
optimal black hole
is =10* times less
than information
volume of the
optimal black hole
in the  system
“radiation — black]
hole”.

Expression for

o o MO s

: Opt bh~ 3 N I

optimal black hc Opt bh

holes in the 11,422 In Zc

system with giver

mass

Estimation of the The number of

number of 29 41 optimal black holeg

optimal black| Noptph = 1.1H10 Noptbh = 10 in the Universe that

holes in the emerged in the

Universe systems “hydrogen
— black hole” is
=102 times larger
than the number qf
optimal black holeg
that emerged in the
systems “radiation +
black hole”.

Expression for

estimation of the 2 M

minimum Myp ———— 5 7_In

information 2k M dn2 my

content in the

system with giver

mass

Estimation of the The minimum

minimum 91 79 | information content

information lunmin =1 7010 lunmin = 331010 | of the Universe

content of the consisting of black
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o

Universe holes that emerge
in the systems
“hydrogen — black
hole” is =10* times
less than the
minimum
information content
of the Universe
consisting of black
holes that emerge
in the systems

[N

“radiation — black
hole”.
Expression for
estimation of the > 271G o 271G
maximum M M
inf . Un Un
in ormatlor_l facln 2 hcln 2
content in the
system with 4
given mass
Estimation of the
maximum
information 120 120
content of the | =~ 1,9010 ' =1,9010
Universe Un max Un max
C2
Note 4.Under theradiation temperature™ =Mp — = 1555E +12K
k On 209422

the mass of optimal black holes that emerged inststems “radiation —
black hole” is equal to the mass of optimal bladkek that emerged in the
systems "hydrogen (protons) — black hole”. By \rtof the fact that stable
hydrogen atoms do not exist under high temperatubes in such case
calculations have been done with respect to protons

Note 5.In the period ofransitionfrom the Universe with predominant
radiation to the Universe with predominant substgid] (10>T >10), the
mass of optimal black hole in the system “radiatidslack hole” changes
from 2,45E+19Kkg to 2,45E+20Kkg.

7. The systems consisting of black holes and severatpes of usual
substance

Let us consider systems consisting of black hotekseeveral types of usual
substance, for instance, of various kinds of pliasic

From informatics point of view, various types ofuak substance differ in

coefficient 5; standing for the use of mass per 1 bit of infofamat; = GM .

B - denotes information content of the given typesial substance.
Assertion 14.The mass of optimal black hole in the system “ssdrigype of
usual substnce — black holes” under which inform@attontent of the system
under consideration is getting minimized, is defibg the minimal factor of
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proportionality Sio = miin A . The optimal black hole corresponds to the
system “usual substance of type- black holes”.

Assertion 15.The mass of black hole under which information eonhis
minimal, meaning information under which infornoaticontent is minimal
in the system “several type of usual substanceckid@les”, is equal to
Fio

Mopt bh o
Assertion 16. Information content of optimal black hole in thesteyn
“several types of usual substance- black holespisportional to squared
minimal coefficient correlating information contewith mass in different
types of usual substance and inversely proportiema&ioefficient correlating
information content with mass in a black hole:

As the black hole mass under which information eohis minimal inthe
system “several types of usual substance — blatdshodoes not depend on
either the total mass of the systewn, or on the mass of usual substance,
then the minimum information content of the Uniens gained if the
system consists ofoptimal black holes only. The imam number of
optimal black holes ithe system “several types of usual substance ekbla

holes”

M 2a
Noptph == =M—.
Mopt bh Bio

The minimum information content ithe system “several types of usual
substance - black holestpnsisting of black holes only is equal to

2a ,82 M OBio

'm =NoptphHoptbh=MUE——="".,

£ 4a 2
Assertion 17.1f optimumblackholes are formed of various types of atoms
of usual substance or a mix of various types ahatof usual substance
masses of optimum black holes and volumes of ttoermration in them are
approximately identical.

8. Conclusion

8.1. The occurrence of substance of two types: with sgleav and linear-
law dependence of information content on massthasorigin and cause of
optimal black holes existence that minimize infotima content in the
arbitrary region of the Universe as well as oftheverse as a whole.

8.2. Optimal black hole mass is proportional to coeéiti correlating
information content with black hole mass. Optimicdk hole mass does not
depend on the mass of the region of the Universaevih is formed.
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8.3. The present work considers characteristics of agtinback holes in
the systems “radiation (photons) — black holesYdiflogen (protons — black
holes” and in the systems “several types of usulagtance — black holes".
8.4. Because the black hole mass under which informatontent is
minimal at the Universe region consisting of bladdte and usual substance,
does not depend either on the gross mass of theetdei region (Universe),
or on the mass of usual substance in the regiorerustudy, then the
minimum information content in the Universe regitmiverse) is gained if
the Universe region (Universe) consists of optiblatk holes only.

8.5. Black hole mass under which the minimum informatmntent is
gained at the Universe of masg,, consisting of radiation and black holes,

does not depend on the gross mass of the Univadsis &qual toepomno®® kg.

It is approximately one seventieth of the Earth sn&sformation content of
optimal black hole is equal toi2610°? bits. Our Universe can contain about
10®° of such optimal black holes. The minimum inforroaticontent of the
Universe is equal teio™ bits.

8.6. Black hole mass under which minimum information teon is gained
in the Universe consisting of hydrogen atoms aratlolholes, does not
depend on the gross mass of the Universe and ial équizsno™ Kg.
Information content of optimal black hole is eqt@l 37610*® bits. Minimum
information content of the Universe whose masgjisakto the mass of our

Universe that is-10® kg, consisting of approximatelw®" optimal black

. 79, .
holes and only of these, is equakto " bits.
Optimal black hole mass in the systems “severagypt usual substance —
black holes” under which information content in tlsystem under
consideration is minimized, is determined by theetpf usual substance with

minimal factor of proportionalityfio = mii” A . If optimum black holes are

formed of various types of atoms of usual substan@mix of various types
of atoms of usual substance masses of optimum Mlalds and volumes of
information in them are approximately identical.

8.7. The maximum possible information content is avadalat the
Universe if the latter appears to be one black.Hole¢his case it is equal to
=10'% bits.
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BLACK HOLES MERGER

(I.M. Gurevich. «Informational characteristics dfiysical systems»/In
Russian/«11 FORMAT» Moscow, Qypress Sevastopol. 2009. Pp. 73-78.
Gurevich .M. Informational constraints on the fatmn and merger of
black holes/In Russian/All-Russian Astronomical Conference (WAC-
2010). "From the age of Galileo to the present'd@gecial Astrophysical
Observatory of RAS. Lower Arkhyz.)

Abstract: Physical informatics is information background physics.
Estimation of the volume of information in cosmaka objects, including
stars of the Sun type, neutron stars, white dwhatésk holes is necessary for
generation of restrictions for their formation, d®pment and
interconversion. Information is an integral parttbé Universe. The basic
law of Zeilinger's quantum mechanics postulatest thiee elementary
physical system (in particular, fundamental pagclquark, electron, photon)
bears one bit of information. By its physical esseninformation is
heterogeneity of matter and energy. Therefore mé&tion is inseparably
connected with matter and energy. The universal sarea of physical
heterogeneity of information is the Shannon infdrara entropy. An
information approach along with a physical one vaioto obtain new,
sometimes more general data in relation to datairméd on the ground of
physical rules only. The author's works testify abdhe practicality of
information laws usage simultaneously with physiecadés for cognition of
the Universe. The results presented in this pabewghe effectiveness of
informational approach for studying the cosmologmiajects. In future the
proposed models and estimations should undoubtbdlyspecified and
presented in more detailed way. One should pointtibat informational
approach allows formulating restrictions on the uasibns of physical
systems characteristics and physical processe® Wl physical methods
and models can describe not only the restrictiarisalso concrete physical
“mechanisms” of restriction formation, concrete uatlons of physical
systems characteristics.

Keywords: Cosmological objects, Sun, neutron stars, whitarésy black
holes, information, heterogeneity, objective rgaliestrictions, the Universe.
1. Introduction

Estimation of the volume of information in cosmdlaj objects,
including stars of the Sun type, neutron starstevbivarfs, black holes is
necessary for generation of restrictions for th@mation, development and
interconversion. Information is an integral parttbé Universe. The basic
law of Zeilinger's quantum mechanics [Zeilinge®9®] postulates that the
elementary physical system (in particular, fundataemarticles: quark,
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electron, photon) bears one bit of information. By physical essence
information is heterogeneity of matter and enefyerefore information is
inseparably connected with matter and energy.

At the end of 2010 | have read Ursul’'s book «Natfrenformation» (2-
nd issue) [Ursul, 2010], which he wrote in 1968duly 1968]. He asserted
that «Information theory methods will study propestof space and time,
than basically physical theories till now were eyga So, the physicist and
information theory interpenetrate each other, thageneral carries on to
making of two main synthetic disciplines - speapplied information theory
and the informational physics» [Ursul, 2010], p-9& This science is called
now "physical informatics".

The universal measure of physical heterogeneityindbrmation is
Shannon information entropy [Shannon, 1948], [8travich, 1975]. It is
important to remark that Neumann entropy cannagmied as the universal
measure of heterogeneity because it is equal tofeeistructured pure state.
An information approach along with a physical otleves to obtain new,
sometimes more general data in relation to datairméd on the ground of
physical rules only. The author's works, for insgtarthe [Gurevich, 1989,
2007/1-4, 2009] testify about the practicality effarmation laws usage
simultaneously with physical rules for cognition tife Universe. The
estimates cited below are based on the foundatiolzall of Zeilinger
guantum mechanics i.e. “an elementary system ecaroee bit of
information” and prove it. Elementary systems amadamental particles
(quarks, leptons, photons). Let us evaluate thamelof information in the
system ofn g-bits. At first we consider the systems with @uobable basic
states.

Let us consider a system consisting of two bladedfidSuppose that the
black holes have the mass ®f = nm,, M, =n,m; (m, - the minimal black

hole mass,n n,=12..) and contain the volume of information equal to
1 1 .

|1=¥ and |2=%. The mass of the system is equal to

My, =(y+n)my, the volume of information in the system is

g = ”1(n;+1) + nz(n22+1). Is it possible that a black hole is formed assult

of two given black holes merger and only two gid#ack holes? The mass
of a new black hole must be equal to the sum ofmthsses of the original
black holesm =m,, =(n +n,)m;. The volume of information in the new black

1 . .
hole must be equal to= (nl+n2)(21+n2+ ) It is obvious that under no masses

of original black holes the volume of informatianthe newly formed black
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hole would coincide with the total volume of infaation in the original

2 2
black holes = (n1+n2)(r211+n2 DMt +n1+2n1n2 N2t

2 2
vty Myt mpnptd
2 2 2 12

Let us consider the following example. Suppose that mass of the
black holes isv; =m, =m, and they contain the volume of information equal
to 1, =1, =1. The mass of the systemng_, =2m,, the volume of information
in the system is,_, =1+1=2.

Is it possible that a black hole is formed as alltesf merging of two
black holes of the minimal mass and only two gi®ack holes of the
minimal mass? The mass of a new black hole musgoal to the sum of
masses of the original black holes-wm,, , =2m,. The volume of information

@+ +1+1)

F4

in a new black hole must be equal te =3. Apparently the

volume of information in a new black hole does moincide with the
aggregated volume of information in the originadi holes.

We give a system of equations for estimation ofrtizess of a black hole
under formation when two black holes are merged.

Let us suppose that black holes before merging gsssthe mass of
My = nmy, M,=nm, (m=509E-09kg - is the minimum mass of the black

nl(n1 +1)

hole n..n,=12..) and contains the volume of information equal,te )

and 1,= nz(n§+1). As a result of the original black holes a blackehand

usual substance are created. The mass of the btdekafter the merger is

equal tom, ., =nm, the mass of information in the newly formed bldcke

_ n(n+1)

Is equal tor ., . A number of particles of usual substance thatha

been formed after the merger is equak tdhe volume of information in the
usual substance is equal t0 =x. The average mass of a particle of usual

substance is equal to.
From the law of conservation of uncertainty (infatran) it follows:
I+, = M+ + n2(N2*1) = nn+y +X=1 +1 .
1 2 2 2 2 1+2  o0s
We believe that the main energy of black holes asuhl substance is
concentrated in the mass. Then from the energyeceatson law it follows:

M, +M, =(n, +n,)m =nm +xm. Thus we have a two-equations system
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n (ng +1) .\ Ny(Ny+1)  n(n+1)
2 2 2
X, m. x=0.

+X, (n1+n2)m0:nmo+xm, with three unknowns,

1 1 ..
Hence, nl(nzf ), nz(nzf i ”(”;1) , Of atn>>1 n?<n?+n2 (restriction on the
mass of the black hole after merging).

2 2

2 _ -
Next we havenl +n1+n2+n2 n“-n =2x, (n1+n2)mo—nm0+xm.

2 2 2
And «- n +n+ny+n,-n"-n o (nl+n2_n)mo _ 2(n1+n2—n)
2 ’ X

m.. At n>>1
r112+n1+n§+n2—n2—n 0

2
mz—mo.
n

The following assertions are valid.

Assertion 1.

A black holecannotbe created by means of merging two black holes and
only two black holes. Merging of black holes carcusconly with the
absorption and emission of usual substance.

Assertion 2.

A black hole cannot be created by means of mergibtack holes and
only k black holes. Merging of black holes can ocouly with extra
absorption and emission of usual substance.

Assertion 3.

A black hole can reduce its mass through emissforusual substance
and only it into space. A black hole can incredsemass through absorption
of usual substance and only it from space. Durigp black holes merger
one of them should emit usual substance into swade another one should
absorb usual substance from space.

Assertion 4

During the merger of two black holes having the seasv, =nm,,

M, =n,m,, without using any additional usual substance,rtfess of a newly
formed black hole is less than,, = (my +2) +ny (n, +)my z\/nf+n§mo :\/M12+M22 .
During the merger of two black holes having the sanasses1, =M, =nm,,

the mass of a newly formed black hole is less than
M,., =+/2n’m, =nm/2 =+/2M, =+/2M,. The mass of a black hole that was

formed as a result of the merger of 2 black holeth® same masses without
using any additional usual substances/istimes less than the sum of masses
of merging black holes. The remaining mass is jpidsd in space.

Assertion 5.

During the merger ok black holes having the mass af =nm, without

using any additional usual substance, the massravey formed black hole
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Kk k k
is less thanM1+2+m+k=mo\/Zn(ni +1)=mo\/2ni2 =\/Z|v|i2. During the merger of
i=1 i=1 i=1

kblack holes of the same masses-nm,=m without using any additional
usual substance, the mass of a newly formed bladk s les than
M., . =Vkn?m, =nmk =+kM . The mass of a black hole that was formed as a

result of the merger of k black holes having thmeanasses igk times less
than the sum of masses of merging black holes. rémaining mass is
dissipated in space.

Let us consider a system consisting of two bladesiand usual substance.
The black holes possess the same mgs-nm,, M,, =nm, and contain the

lo=M and |2,0=@. The usual
substance is represented by photons having ditfdrequencies (energy)
E=nv, each of them according to the foundational la@f Zeilinger
guantum mechanics contains one bit of information.

Assertion 6.

During the merger ok black holes having the same masses- nm, and

M, =nm, and containing the same volumes of informatigﬁ@ and

same volume of informationi

Iy = ”(”2+1) , the absorbing black hole must absorb gy bits information

nin+1)

more than contained in the absorbed black hgle - the absorbing

black hole must absorb additionalhj particles of usual substance, each of
them containing one bit of information.

Assertion 7.

The merger of two black holes having the masses1ofnm, and

M, =n,m, and containing the volumes of informatia@:w and

1 . . . .
|2=”2(”22+) resulting in one black hole formation, requires thsage of

extra n, =nn, radiation quanta —nn, particles of usual substance, each of

them containing one bit of information.
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INFORMATION RESTRICTIONS ON FORMATION, CHANGES
AND INTERCONVERSION OF COSMOLOGICAL OBJECTS

(Gurevich 1.M. Information characteristics of phgai systemslin Russian/.
Second edition refined and updated. "Cypress". Sepal. 2010. Pp. 77-99.)

Introduction

Estimation of the volume of information in cosmaka objects, including

stars of the Sun type, neutron stars, white dwatégk holes...is necessary
for generation of restrictions for their formatiordevelopment and

interconversion.

Information is an integral part of the UniverseeTiasic principle of
Zeilinger's quantum mechanics [1] postulates thementary physical
system (in particular, fundamental particles: qualectron, photon) bears
one bit of information. By its physical essennérmation is heterogeneity
of matter and energy.Therefore information is inseparably connectethwi
matter and energy. The universal measure of physieterogeneity of
information is Shannon information entropy [2, IB]s important to note that
Neumann entropy cannot be applied as the universahsure of
heterogeneity because it is equal to zero for &irad pure state. An
information approach along with a physical one vaioto obtain new,
sometimes more general data in relation to datairméd on the ground of
physical rules only. The author's works, for ing@n4, 5] testify about
practicality of information laws usage simultandgusith physical rules for
cognition of the Universe. The estimates citedowehre based on the
foundational principle of Zeilinger quantum meclwsni.e. “an elementary
system carries one bit of information” and proveEiementary systems are
fundamental particles (quarks, leptons, photons).us evaluate the volume
of information in the system ofi g-bits. At first we consider the systems
with equiprobable basic states.

2. Non interacting g-bits in a system.
Suppose that a system contamsion-interacting g-bits. Let the g-bit be

i(]0>+|1>), where|0),|1) - are the basic

J2
states of the g-bit [6]. While measuring the gv&'ll obtain the basic states

0}, |2) with equal probabilitie%. Uncertainty (information) of the g-bit in

described by the wave functian=

the statgy is equal to 1 bitN, =1, =—(%I092%+%I092%) =1
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Hence, the volume of information in the systemasoimig n non-interacting
g-bits with equiprobable basic states is proporébto the amount of g-bits
and is equal to n bits.

This estimate determines the minimum volume ofrmfation in the system
consisting ofn g-bits with equiprobable basic statétsalso explains the
linear dependence of the volume of information onhte mass or number
of particles (elementary systems) in the usual sutasice (fundamental
particles - quarks, leptons, photons). It also yields the main principle of
A.Zeilinger quantum mechanics [1]: “We, therefosaiggest the following
principle of information quantiztion: the elementalystem carries (contains)
1 bit of information”.

3. The system having n basic states.
Let us consider the case when the objects in teeisyare specified by

1 < . . . . .
ﬁ(;"q»' Uncertainty (information) of the objectis

equal ton, :—(%Iog%+...+%log%):Iogzn. If the system has basic states, then

the wave functiong =

the system uncertainty (information) content is a&qu to
N=Zn: Ni=—n(%|og%+...+%log%)=n|ogzn. This dependence characterizes the

i=1
neutron stars and white dwarfs [Rleutron stars and white dwarfs appear
to be degenerate fermionic systems that fill in aane of n statese).

4. Q-bits pairwise interaction in the system.

Suppose that a system contains pairwise interacting g-bits with
equiprobable basic states. The system consistimgiatieracting particles (qg-
bits) can be described with the following wave fumT

Wy :%QO1>|02>..|on>+|Ji>|12>..|1n>). Each g-biti possesses the wave function
Y, =%(]oi>+|11>) (|0).]1) - basic states of the-th g-bit). Information on

relationships between each pair of interactingtg-hi is equal to one unit
(one hit) [8]. Let us demonstrate this. Under ihkdd (intricate) states of g-
bits i,j the states of g-bij is absolutely certain if the states of g-bits

known, and vice versa the states of gibis absolutely certain if the states
g-bit jis known.

For the statew=%QQ>\OJ.>+|J1.>\1].>) the probabilities of basic states
realization are equal tOP(]Oi>):PQJ,.>=%, P(0,)) =P(1;) =%; the

probabilities of pairwise states realization are uadq to
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P40i>\0j>):PqL>\1j>):%. Combined probabilities are defined with matrix

Uncertainty (information entropy) of g-bits j is equal to

COB

I
o NIk
NIk O

Ni:Nj:—(%Iog%+%log%)=l (bit). Uncertainty (information entropy) of
combined distribution of the states of g-hitand g-bit j is equal to
N; =—(%Iog%+%log%)=l(bit). Information on the links of g-bits and j is

equal tol;, =N, +N; -N; =1+1-1=1(bit).

The volume of information in the link of a systeirfnro pairwise interacting
g-bits with equiprobable basic states describech wite wave function
. =%401>|02>..|on>+|11>|12>..|1n>), is equal tol :@ bits.

The volume of information in the system ofpairwise interacting g-bits is
formed fromn bits of information available in the g-bits aﬂé(g;D bits of

information on the link between the g-bits. Theatatolume of information
in the system containing pairwise interacting g-bits with equiprobable
basic states is equal to
n[(r21—1) _ ni(n+1) bits.
This estimate determines the maximum volume ofrmédion in the system
consisting of n g-bits with equiprobable basic statesin the system
containing n pairwise interacting g-bits with equiprobable bastates the
volume of information is proportional to squarednmaer of g-bits and is
nin*D g

2

l,=n+

equal tol, =

The volume of information in the system of pairwise interacting g-bits
with equiprobable basic statesrsbits more than in a system consisting of
n-1 g-bit, | -1 _ = ni(n+1l) (n-1)In —n
2 2

Under n>>1 the volume of information in the system of pairwise
interacting g-bits is equal to one half of squamadiber of interacting g-bits

2
| =”?. As will be demonstrated below, this explains quadti

n

dependence of the volume of information the blackdles mass.
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3. Local g-bit interaction in the system.
Let us consider a case when in the systemm aj-bits there stand ouE

groups ofk g-bits, each ok g-bits interacting only with the g-bits of each
group (suppose that is divided byk). Then the volume of information

in the group ofk pairwise interacting g-bits with equiprobable bastates is
equal to@bits. Hence the system under consideration congisif

ng-bits contains,, =E ki(k+1) _ni(k+1)

2
dependence of the volume of information on mass ithe systems
composed of compound particles of usual substancéor instance, in
systems composed of elementary particles —mesonsnmwmns, atoms,
molecules, gas, ...).

bits. This explains a linear

At k=1 the system contains the minimum information conten

1U@A+1)

l.,=N =n. At k=n the system contains the maximum volume of

information: 1, _nni(n+y) _ni(n+y
n 2 2
4. Restrictions on the volume of information in the sgtem with
equiprobable and non-equiprobable basic states.
In a general case, the volume of informatiqnin the system oh Q-
bits with equiprobable basic states is no less thadnts and no more than
N+ pits:

If we consider the systems consistinghodj-bits with arbitrary probabilities
realization of basic states), |1), then a g-bit is described with the wave

function ¢ = g0) +b|1). While making the g-bit measurements we obtain the
basic statefn), [1) with probabilitieslal”, |5*. Uncertainty (information) of
the g-bits in states is equal toN, =1, =~(|a|"log,|a" +|5" log,|5") .

In a general case, the volume of informatignin the system ofi g-

bits is larger or equal to zero bits and is notdar than n[(r;l) bits:

0<| <n[(n+1)
Slys——.
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5. Formation and development (changing) of black holes
Let us assume that a black hole of mass=n(n, is formed from the

usual substance (radiation). As mentioned easigch a black hole contains
n(n+1)

bits of information. Therefore, for its formatio'-gnzil) particles

of usual substance (radiation quanta) are nee@eth, & them containing 1
bit. For formation of a black hole of the massado M kg it is necessary

M (M

— | —+1
n+1) _ mo(m0 J: M?
2 2 2mg
radiation quanta. Thus, for formation of a blackehwith the mass of the

0 L _ M, _200" _ 6
Sun equal to=210* kg, it is necessary to form-E—E—_-mm3 sub

to form n:% sub Planck particles and u

+1)

Planck particles and u n2 ~8110" radiation quanta.

It is known that during supernova explosion thaa@oin energy is on
the order of10° erg, the maximumio* erg [11]. Whereas the average
radiation frequency isl0® Hz, then the supernova explosion generates

0 4
N:%:wf‘gao&) radiation quanta. Assuming thatl00% radiation

107°"1C
quanta is used for black hole formation, then tless$of a black hole would
be equal to aboutl =v2Nm, = 447007 B10° = 2310* g.
The table 1 presents information characteristicblatk holes of different
masses.

Table 1.
The number of Note
absorbed radiation| The number of sub
guanta (the volume|Planck particles in the|
of absorbed newly formed black The mass of a newly
information) hole formed black hole
kg

Characteristics of the

1 1 5,09E-09 minimal black hole

1E+10 141421 0,000719832

1E+20 14142135623 71,98347

1E+30 1,41421E+15 7,2E+06
Characteristics of the
optimal black hole in the
system “hydrogen

3,76E+38 1,78326E+19 1,78E+11 (protons)— black hole)

1E+40 1,41421E+20 7,2E+11

1E+50 1,41421E+25 7,2E+16
Characteristics of a black
hole generated during the
supernova explosion of

1E+59 1,47214E+29 2,28E+21 radiation rate ofL0°® erg

1E+60 1,41421E+30 7,2E+21
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Characteristics of the
optimal black hole in the
system “radiation — black
1,26E+62 1,58745E+31 9,09E+22 hole”. See [5, 10, 12, 13]
Characteristics of a black
hole generated during the
supernova explosion of

1E+63 4,47214E+31 2,28E+23 radiation rate ofL0°* erg
1E+70 1,41421E+35 7,2E+26

Characteristics of a black
hole having the mass of the

7,72E+76 3,92927E+38 2E+30 Sun
1E+80 1,41421E+40 7,2E+31
1E+90 1,41421E+45 7,2E+36

Characteristics of a black
hole of 16 of the masses
7, 72E+94 3,92927E+47 2E+36 the Sun

1E+100 1,41421E+50 7,2E+41

Characteristics of a black
hole of 18 of the masses
7, 72E+100 3,92927E+50 2E+39 the Sun

1E+110 1,41421E+55 7,2E+46

Characteristics of the
1E+120 1,41421E+60 7,2E+51 maximum black hole

From the above chart it follows that:
» The mass of a black hole formed during the superrexplosion is close
to the mass of an optimal black hole in the systilack hole — radiation”.
One can expect that during the supernova explodioasblack holes be
formed having masses under which information volumie adjacent space
Is close to minimum.
* For the formation of black holes with the mass étanillion masses of
the Sun the volume of information exceeding theun@ of information of
the Universe (18 bits) is required [4, 5, 9, 14]. Significant volam of
information are needed for the formation of theckl@oles with the same
mass as the Sun’s. In such case the volume ofnirefiion of about 16 bits
Is required. It means that locally (in the zoneblaick hole formation) there
must take place intensive physical processes ahtrad formation. For
instance, the supernova explosions and acceleratgtbn of relativistic
particles.

6. The volume of information in neutron stars and viite dwarfs. The
information model of a neutron star and white dwart

When evaluating the volume of information in neatstar we must take into
account the volume of information in the structaf¢he star and in neutrons.
In the neutron fermi-gas during its complete degaten all the low energy
levels are filled in up to Fermi level while alktlsubsequent ones remain
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empty. Temperature rise can change distributioneaftrons in the levels to
only a small extent: a small fraction of neutroit8ng) in the levels close to
the Fermi level pass to the empty levels possedsguer energy and clear
the levels from which the migration took place.

The volume of information in the structure of degete fermi-gas is equal
to N*log, (N) bits. Here N — is the number of filled in eggttevels (humber
of neutrons). In the neutron star N=(M/m), where-Ms the mass of a
neutron star, m — is the mass of neutron. The velomnformation in one
neutron is about 9,422 bits. The volume of infoiorain the neutrons of the
star is equal to 9,422*N bits. Aggregated volunfeinbormation in the
neutron star (without considering the informatiorthe crust nickel and iron)
Is approx. 9,422*(M/m) +(M/m) *log(M/m) bits. The volume of information
in a neutron star is proportional to the mass mligt by the logarithm of
dyadic mass. In a similar way one can evaluatevttheme of information in
white dwarfs. Recall for the sake of comparisont thze volume of
information in usual substance (non-interactingiplas, gas) is proportional
to mass, the volume of information in a black helproportional to squared
mass.

The neutron mass is=16700% kg. A number of neutrons in the star with the
mass of 1,0 (1,4) of the mass of the Sun is equalitsnc® (= 168m0°").
Therefore, the neutron star with the mass of 1,8) (@f the mass of the Sun
contains = 232n0® (= 3210°°) bits. The neutron star structure contains the
amount of information, which is about two orders magnitude more
~ 22510% (= 316010™) bits, than in the neutronss93no™ (= 9710°") bits.

The most commonly encountered are white dwarfs isting of
carbon and oxygen with helium-hydrogen shell [7, Linder the masses of
white dwarfs 0.6M,, - 1.44M,, with the radiuses equal to the Earth’s the
surface temperature can be relatively high (fror,000 K to 200,000 K).
The main feature of their construction is a nucletssgravity equilibrium
being supported by degenerate electron gas whageegies do not allow
any further modifications of its structure. The eegrate gas pressure puts
into equilibrium the gravitation (under prescribmdss) and the loss of heat
resulting from non-degenerate component of thetanbe does not change
this pressure and the losses alone are relatinsignificant.

The fate of a supergiant star remnants dependfi@mmiss of remaining
nucleus. When hydrostatic equilibrium breaks doleré¢ occurs gravitation
collapse (lasting for seconds of fractions of sesprand if Myeme<1.4Mgyn
then the nucleus will shrink up to the Earth dimens and a white dwarf is
produced. If1.4Mq < Myeme<3Msyn, then the pressure of incumbent layers
will be so strong that the electrons are “forcet’irpprotons thus generating
neutrons and emitting neutring*+e” - n+v,. The so-called degenerate
neutron gas is generated. The pressure of degenaeatron gas halts the
subsequent shrinkage of the star. However, it appieat part of neutron
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stars is formed during supernova outbursts andaappebe the remnants of

massive stars that had exploded as the Superndlia s€cond type.

For evaluating the volume of information availablea white dwarf of the

mass of the Sun we assume that the white dwarbommore or less equal

number of atoms of carbon and oxygen. Then thé not@ber of atoms in a

white dwarf of the mass of the Sun is equal to
_ M, _2n0°

o (m +my) /2 130,670

white dwarf of the mass of the Sun is equahtesgonc®®. Thus the structure

of a white dwarf of the mass of the Sun contamsi0® bits. The carbon

and oxygen atoms of the white dwarf of the mashefSun contaii 11110

bits. Therefore, the white dwarf of the mass of then contains only

= 124010 bits.

Emission and absorption of usual substance by a n&an star.

The logic of derivation of estimates in the presssttion is identical to the

logic of derivation of estimates for a black hoBuppose that at the initial

instant of time the neutron star consistsafeutrons, possesses the mass of

M,=nim, and containsi, =nlog,n+ 9422 bits of information. The mass of

neutron star changes (increases or decreases)ubypme (quantapm =m,.

Because each neutron has the mgsghen the neutron star energy change

in this case is equal tee=m2. At the loss of emission of one neutron the

mass of neutron star becomes equak tg=(n-1m,. In this case the volume

of information remaining in the neutron star is @&dquto

I, =(n-1)log,(n-1)+ 9422qn-1) bits. Information change (loss) in a neutron star

comes to

=8,55[160°. The number of electrons in a

Al, =1,-1,4 =nlog, n+ 9422[h - (n—-1)log,(n-1) - 9422[(n-1) =
=logy,n+(n-1)(log,n-1og,(n-1)+ 9422= log, n+(n—-1)(log, 1+1/(n—-1)+ 9422=log, n+ 9422 (bitS).

For further estimates we use the law of consematibuncertainty
(information) and energy conservation principle.céaing to the law of
conservation of uncertainty (information) any chamg the system “neutron
star of the massu, =nin,— external environment” at the emission of one
neutron of a particle must be compensated by oecoer of log,n+68
particles containing 1 bit each, -1, =log,n+ 9422 bit. Let us consider that
there have emergesdg,n+68 photons of frequencyv and energy hv. By
virtue of the energy conservation principléog,n+9,422Ytw=m¢ and
V= m,c . Let us calculate the radiaton temperature

(log,n+9,422Yh
T=he_h m, ¢ = m ¢ . Estimate of dependence of the
k k(log, n+9,422Yh (log n+ 9,422)kk
temperature of neutron star radiation on its massnper of neutrons in a
star) is presented in the table 2
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Table 2.

Neutron star mass (kg 1,67E-17 1,67E-0Y 1,67E+03 1,67E+13 1,67E+23 2,00E+30

Number of neutrons in tl
starn 1E+10 1E+20 E+30 1E+40 1E+50 1,2E+57

Number of generated

photonslog, n+ 68 40,02 73,23 106,45 139,67 172,84 196,41

Radiation temperature

2,55E+11| 1,44E+11| 9,98E+11| 7,65E+10 |6,21E+10 5,47E+10

Note that the given estimate does not take intowtcthe availability of
other elements in a neutron stars that decreasadiegtion temperature.
Note. In a general case there must be generatge+ 9422 photons having

log, n+9,422

the frequencies ofy, and aggregated energy > v, =m¢.

i=1
Similar dependencies are true for the cases whetrams are absorbed by
neutron stars. The estimate of radiation temperadfi the white dwarf of
the mass of the Sun was derived by using informatreethod, which is
similar to estimations of black hole and neutrcar sadiation temperature
and is equal to about 3E+07K.
According to the law of conservation of uncertainty(information) the
change in the system “neutron star of the mass=(n-1m,— external
environment” at the black hole mass increase bymniass of one black
particle must be conditioned by the absorption i@fn+ 9422 particles
containing 1 bit eacht,., -1, =log,n+ 9422 bits. Let us assume that there was
absorbedog, n+ 9422 photons of frequency and energyw . By virtue of the
energy conservation principle(log,n+6,8)llv = m ¢. The frequency of each

absorbed photon must be equabte m,c 1/sec.
(log, n+9,422)h

Similar dependencies are also true for white dwarfs

7. The information volume of the Sun. Information nodel of a star of the
Sun type.

The Sun consists for the most part from hydrogéi % of its mass)
and helium (~25% of its mass). The number of hydnogtoms, in the Sun

0
amounts to n, = Moin — 2[0’74512(?
m, 1,66[10

11,422 bits. The volume of information in the systeonsisting ofn,
hydrogen atoms is 11,482 bits. Therefore, hydrogen in the Sun contains

|, =11,42200,9918 = 1T pits. The helium atom (two protons, two

neutrons, two electrones) contains approx 40 bitsnformation. The
volume of information available in the system cehsg of n_, atoms of

=0,910". The hydrogen atom contains




112

helium is equal to 40n, bits. Thus, helium in the Sun contains

aon, = 402 25Man _ 10]2]1@?27 _ 51Y 7
m, AM1,66010° 1,66]10

all the Sun contains 1310°® bits of information.

Note. Our Galaxy contains ovet0" stars, the Universe containg"
galaxies. Consequently, our Galaxy and the stardaco about10® bits
while the Universe and the stars contain ahotitbits of information.

=300 pits. Al in

8. Formation of black holes from the stars

Table 3 presents the masses of black holes. Estimsatvere based on the
assumption that black holes hase been formed frmmeutron star, white
dwarf of the Sun type.

Table 3.
Star type Star mass Volume of  |[Number of sub Planck [Mass of the newly
information in the |particles in the newly  [formed black hole
star formed black hole
KI'
Neutron sta(1,0 of the mass of 2,38E+59 7E+29 3,5E+21
the Sun
Neutron sta(1,4 of the mass of 3,35E+59 8E+29 4,17E+21
the Sun
White dwarf1,0 of the mass of
the Sun 1,24E+59 4 9E+29 2,5E+21
Star of the (1,0 of the mass of 1,3E+58 1,2E+29 8E+20
Sun type {the Sun

One can see from the table 3 that the masses @k btaes that can be
generated during formation of black holes from rmutstar, white dwarf,
star of the Sun type are close to the mass of piienal black hole (in the
system “black hole — radiation”) - 8,08E+22 kg.

Suppose that original neutron star possesses aegass$ to the mass
of the Sunm, =2,00E+30 kg, consists of 1,20E+57 neutrons andagus

the volume of information equal to |, =n(log,n+ 9422 =2,38E+59 bits.

Following the transformation a black hole and usuigdstance are formed.
The black hole mass is equal O, = kmy while the volume of information
in the newly formed black hole is equal |t@k(k2+1). The number of usual
substance particles formed as a result of mergiregual tox. The volume

of information in the usual substance is equal [0 =x. The average mass

of usual substance particle is equahto
From the law of conservation of uncertainty (infatran) it follows:

_ _hnt) . _
In —n(Iogzn+ 9'422)_T+X_ Iq3+I06.
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Suppose that the main energy of black holes andilusubstance is
concentrated in the mass. Then from the energyeceason principle it
follows: M_=nm =km+ xme Mg + M.

We have a system consisting of two equatiomm}]:knb+xm,

n(Ioan+ 9,422):k(k2+1)+x in three unknownsn, x, m. x=0. Therefore,
2
n(log, n+ 9422) 2 k(k2+1) = k2 , k<,/2n(log, n+ 9422 and

M., =kr’rbsmo\/2n(logz n+9422 (restriction on the mass of a black hole
formed from a neutron star). At=1,20E+57 |, =n(log, n+ 9422 =2,38E+59

bit ks\/2[2,3811059=\/47,631058=7ﬂl029. As far as m,=5,09E-09 kg, then
M, <m, 70029 = 3510%1kg.

Let us consider the following example. Suppose thateutron star
consists of 1,20E+57 neutrons, possesses the maakte the mass of the
Sun M, =2,00E+30kg and contains the volume of informatemual to

|, =n(log,n+ 0422 =2,38E+59 bits. The resulting black hole consists o

k=3E+29 particles (it has the mass of 1,5 E+21ldy@ntains 4,5E+58 bits).
The resulting number of usual substance partickdigtion quanta) is equal
to 1,9E+59. The total mass of usual substance umletp (2,00E+30 —
1,5E+21) kg. The average mass of particles (ratiajuanta) is about

E-29kg. Radiation frequency IS equal to approx.

_m& _ 10 299106
- h o 61034
gamma radiation [16]. Thus the volume of informatio a neutron star of
the mass of the Sun (~2,38E+59 bits) is suffickemtthe formation of a
black hole of the mass of ~3E+24qg.
Suppose that the original white dwarf possessesntes equal to the
mass of the Surm,, =2,00E+30kg and contains the information volume

~10%11/sec. This is the bottom boundary of hard

equal to 1,24E+59 bits. Because log,ng+n [1295=> 7 k(k+1) :
yetx 2 2
k< \/2n logy ng* Ny $1295)  and Mg, =kmy< nb\/Z Rlog, n+ n, J129.5)
(restriction on the mass of a black hole formeanfiithe white dwarf). When
the volume of information in the white dwarf is efjuo 1,14E+59 bits.

k< 481029, Becausen,=5,09E-09kg, themd ;- <m 5010°°~ 2,4mdkg.

Suppose that the original star is the star of the fype having the
mass equal to the mass of the $un =2,00E+30kg and contains the volume
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of information equal to- 1310 bits. The mass of a newly formed black hole
Is equal toM, . =km, the volume of information in a newly formed black

hole is equal ta =

2
'<(k2+1)=k Because the star of the Sun type contains

only the usual substance, then the mass of thé& blele under formation is
equal toM, . =mgk=my,2l,,, In the case under study

M = m 21, = 5,09510"9\/ 2]1,3]188 = 5,09 1"09\/ 2:6?8:
—Z(;

M=5,00010° 01,6116° = & 16%Kg.

9. Estimation of the volume of information in Planck particle.
Energy necesary for the formation of one bit islees tharkTIn2[6, 17].
Energy necessary for the formation of one Nat tde®s tharkT .

kTIn2

C2

Mass necessary for the formation of one bit is lees than . Mass

necessary for formation of one Nat is not less tlﬁzn At Planck
C
1 hc §2
temperature T _E = =1,4169671 [18] the mass necessary for

formatlon not less than Planck mass

he
C2P| Czk / \/7 , =2,17671 01 16C the mass necessary for

the formation of one bit is not less tharg)| In2=0,69m =1,5[10° g.

Hence, a Planck particle contains one Nat of infdrom whileone Nut can
be considered as Planck’s basic unit of information(one Bit is the
Shannon’s basic unit of information).

«Fourteen billion years ago at the birth tbé Universe it was enclosed
in the point with the radius of Tcm, which is incommensurably smaller
than the proton radius - 1&m. In that volume all the information about the
future of the Universe had already been built-ihe Big Bang occurred»
(A.Cherepashuk [19]).

10% cm — is the size of a Planck particle. As showrtieza Planck particle
contains one Nat of informatiors (1,45 bit) while information about the
Universe contains not less than 10" bits of classical information. This is
the mass of the order of the mass of Planck parfid]. But on the other
hand, this mass must contain the volume of infoiwnatwhich is
significantly larger than Planck particle at Planekperature. Hence, all the
information about the future of the Universe waslesed in the Universe
segment of the radius larger than*16m, or was generated at the expansion
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of the Universe. It is not impossible that similafiormational considerations
would allow to prove either independent developmehtthe Universe
determined by the information (nonhomogeneity) aowd in it, or the
presence of additional external control executeomfroutside of the
Universe.

15. Conclusion

The results presented in this paper show the efeaatss of informational
approach for the study the cosmological objectsthé future the proposed
models and estimations should undoubtedly be spdcand presented in a
more detailed way.

One should point out that informational approadbves formulating
restrictions on the valuations of physical systemmaracteristics and physical
processes while the physical methods and modeld&saribe not only the
restrictions but also concrete physical “mechanisshsestriction formation,
concrete valuations of physical systems charatiesis
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INITIAL HETEROGENEITIES OF THE UNIVERSE

(Gurevich .M. Information mass estimate of theiahiheterogeneities of the
Universe/In Russian/All-Russian Astronomical Conference (WAC-2010).
"From the age of Galileo to the present day." Syekstrophysical
Observatory of RAS. Lower Arkhyz.
Gurevich I.M. Information characteristics of phyadisystems/In Russian/.
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Pp. 117-126.)

“All from bit”
J.A. Wheeler
1. Introduction

Were there any heterogeneities in the Univers@,[B] at the beginning
of its existence? Or heterogeneities formed labkering the expansion of the
Universe’s.

“Let us emphasize at once that some initial hegwmeities of the
Universe are necessary as against the totally Wsevine formation of large-
scale structure (galaxies, their clusters) is mssple” [2, p. 12-13]

“Some fourteen billion years ago, at the momenbidah Universe entire
was confined at the radius of T@m, which is far less that the radius of
proton- 10%cm. In that volume all the information about théufe of the
Universe was contained. The Big Bang took place& (Wil name the given
statement as a hypothesis about the initial inftiong4]).

To investigate the existence and characteristich®fUniverse’s initial
heterogeneities the information approach is applecaising information
entropy by Shannon [5] as a measure of heteroge# shall evaluate the
very existence of heterogeneity by information diy@nce [6, 7].

2. Definitions and designations

Let us bring forward necessary definitions. By #uthor’s definition
[8, p. 35] information —is heterogeneity that is stafde a certain time [8,
ctp. 35]. “We shall understand by information the t#ator some definite
time heterogeneities of arbitrary physical natur€herefore a letter in a
book, an atom, a molecule, an elementary parteletar, a drawing, a
picture, a ploughed land, a forest and other hg&reities contain and carry
information.”
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The quoted definition of information is based ore tfollowing
concepts:
Heterogeneity.
Stable heterogeneity.
Heterogeneity stable for definite time
Let us give definitions of homogeneity and heterogeity.

Heterogeneity.

Let us analyze a skt, consisting of elements:. If the elementan
are equal, identical (do not differ from each ofhdhen the setMis
homogeneous.

If there are not identifyfelements among the elements (non-identical,
different from each other) then the g@tis heterogeneities. By the set as
usually “one name for the sum total of all the olge possessing given
quality is understood” (Georg Kantor).

These objects are called by elements of a set.

Stability of heterogeneity — conservation of heterogeneity, its
structure, characteristics.

Time of stability of heterogeneity— time of heterogeneity’s existence
(life), time of heterogeneity’s conservation, itsisture, characteristics.

“Information is fortuitous and remembered choice@oé variant out of
several possible and equivalent variants. The wtoduitous” here is
selected as it belongs to the process (way) ofcehand therefore limits the
range of the definition’s application. In genetak tchoice may be also not
fortuitous (suggested), in this case they say absxgption of information.
Fortuitous choice corresponds to generating (thapiontaneous inception)
of information. In general terms the choice maynbé remembered (that is
be forgotten at once). We shall call such choiceromformation. We shall
call remembered choice by the macroinformation ftfemp to not
remembered). In all informational processes matwomation (remembered)
is used” [8]. We shall identify classic informatif@ with macroinformation
of D.C. Chernavsky.

Let fortuitous value x is described by the function (density) of
distribution P(x) .

The difference of fortuitous value described by finection (density)
of distribution P(x) from the fortuitous value described by the functio
(density) of distribution Q(x)is estimated by informational divergence
D(P/Q) of distribution P against distributiorQ [6, 7]

D(P/Q) =] P(X)lbg, ggg @dx = ~ [ P(x)lIbg,, P(x)dx+ ] P(x)Ibg, Q) dx.

We shall estimate occurrence of heterogeneity ddfirby the
distribution Pby the information divergenc®(P/R)of the distributionP

against uniform distributiom
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P(X)
R(X)
P(x)[ - is distribution characterizing required heteroggnef the Universe in
a certain instant of time.
R(x)[ uniform distribution at the interval< x<a

0 if —o<x<0

R(X) = ; it O<x<a.

0 if a<x<eo
If R(x) is uniform distribution at the intervals x<a and P(x) is also defined
at the intervab< x<a then information divergence is equal to

D(P/R) = [ P(x)lbg,

[dx= —[P(x)lbg, P(x)[dx+ [P (x)lbg, R(X)[dx.

a P(X) B a
D=—f P(x)[lngT ldix=—] P(x)[lbgz(a[lP(x)) [dIx.
0

0 =
a

In the same way heterogeneity is estimated by mmddion divergence in
multidimensional case.

Occurrence of heterogeneity set by the distributors estimated by
information divergenceD(P/R) of the distribution P against uniform
distributionR
_ P(x)
D(P/R) =-]P(x)lbg, RO
P(x)[(x:><l,x2,x3) - is distribution characterizing required heteroggniai a

certain instant of time.
R(x) (x= xl,xz,x3)— is uniform distribution in the volume

1
R(X) :{V npu XDV} .

[dx= - [P(x)lbg, P(x)[dx+ [ P(x)lbg, R(X)dX.

Ompu XV
If R(X) (x=xl,x2,x3) is uniform distribution in the volume and P(x)is also
defined in the volume& , then informational divergence is equal to
D=-] P(x)[[ogzp(lx)mx= - JP()Ibg,,(v P(x)) @
Y, — Y,
Y,
We have in particular

D(P/R) =~ P Ko Xg) oGy - 127 i i =
R(Xq1,X9,%3)
= [ P(Xq,X9,%3)lbgo P(Xq,X9,X3)[dXqdXo0xX3 + [ P(X1,X0,X3)I0g5 R(Xq, X0, X)X dXodXg .
P(x.x,,%) - distribution characterizing the required heterogfgne a certain
instant of time.
R(x,%,. %) - uniform distribution in the domaiois x <a;
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0if —oo<x; <0
R(X,, %5, %;) = i if O<x<a,Ii=1, 2, 3.
gﬁ a <X; <00
If R(x) is uniform distribution in the domains<x <a and P(x,x,,x;) IS also

defined in the domains< x <a , then information divergence is equal to

a P(X1,X5,X2)
D=-] P(xl,xz,xg)ﬂbgz% [oix dx, 0 =
0 —
13
i=1
a 3
= =] P(xy.%p.x3)T0g,, (] 8 TP(xg, X, X3) [ty yclxg.
0 =

3. The consecutive order of our reasoning

1. Let us check the correctness of the conjectooatanitial information and
show that this hypothesis needs clarification.

2. Let us prove the existence of heterogeneitiethatnitial instant in the
Universe.

Let us speculate that there were no heterogenditidee Universe in the
initial instant (information divergence againstfonm distribution is equal to
zero).

We shall depict that in this case there will notHaterogeneities in the
Universe in the posterior moments of time eith@fofimation divergence
against uniform distribution is equal to zero).

As long as at present it is obvious that thereherterogeneities in the
Universe (clusters of galaxies, galaxies, stam@neds,..., molecules, atoms,
particles) then under the logic of evidence “aduathsm” the parent clause is
not true.

It follows that in the initial instant there wereethrogeneities in the
Universe.

3. Let us show that homogeneity of dark energy osiserved at the
expansion of the Universe.

Information divergence against uniform distributisrequal to zero at all
instants of time.

4. Let us estimate characteristics of initial hegeneities in the Universe.

So far as the very initial heterogeneities conttia laws of nature
defining further development of the Universe letassimate the volume of
information contained in laws of nature (followif Chernavsky [9] we
estimate the volume of macro-information or claasiicformation).

The estimate of classical information volume in ldngs of nature and the
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time elapsed from Big Bang, gives estimates of itieess of the initial
heterogeneities [10].

5. Let us estimate the growth of heterogeneitiebeaexpansion of the
Universe.

We define that at steadyxpansion of the Universe to “record” physical
laws at the initial instant very big mass of hegeneeities is necessary which
Is apparently impossible.

Let us show that at the inflationary expansionhe Universe from the
information contained in the initial heterogenatief the Universe by the
mass 1fkg the volume of information sufficient for “recand” physical
laws is formed.

This will allow clarifying the conjecture about tiretial information.

4. The estimate of information volume in Planck's paricle

The energy necessary for the formation of onesbitad less thakTIn2
[11, 12-13]. The energy necessary for the formabbrone nut is no less
thankT. The mass necessary for the formation of one ®itno less

than&:z. The mass necessary for the formation of onesabiless than

C
KT

C2

: 1 |nc® 32
At Planck’s temperaturer i E-1,41696E|L K [14] the mass

m. _necessary for the formation of one nut is no Iras Planck’s mass

Nut
1 hc5
b6 _ [ 5
”N = = = —:rrb|22,1767]10 g
ut 2 2 G '

At Planck’s temperature the massg,. necessary for the formation of

one bit is no less than 0,69 Planck’s mm§|$n2= O,69mp|:

m

5
1. |nc
k= In2,|C"
kT. In2 _
o=ome K G =02/ =in2m =~ o0pom =15105g.
Bit e c2 G PI PI

Thus Planck’s particle contains one nut of micrimimation and one
nut can be considered by Planck’s unit of inforomatfone bit is Shannon’s
unit of information).

The size of Planck’s particle is #&m. Planck’s particle in Planck time

=10~44s contains one nut of microinformationl(45bits), while the volume
of information about physical laws of the Universevidently much greater.
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It follows that all the information about the fuéuof the Universe was
either contained in the part of the Universe, #lius of which is larger than
10%%m, or with the exception of initial bit (nut) whsrn at the expansion of
the Universe.

Therefore the conjecture about the initial infonmat should be
clarified and developed.

5. The proof of heterogeneity existence in the Univeesat the initial
instant

We shall estimate the existence of heterogeneitpys¢he distributionP
by the informational divergence(P/R) of the distributionP as respects to
the uniform distributiom(x) . Let us prove:
Assertion 1.
Initially there wereheterogeneities of usual matter in the Universe
Suppose that at the initial instaggthere were no heterogeneities of usual

matter: P(xt;) =R(x), that is information divergence at certain instaintime

t>t, IS also equal to zero. It means that at certastamt of timetztO there

0
were neither heterogeneities of usual matter illthiwerse. But as at present
there are evidently heterogeneities of usual matteur Universe (clusters
of galaxies, galaxies, stars, planets,..., molecwd&sns, particles [1, 2]) it
follows that at the initial instant there were metgeneity of usual matter in
the Universe.

Note 1 This assertion is correct at any physical naturbedérogeneities,
at any physical mechanism of heterogeneities ggaerany physical model
of heterogeneities formation. See for examplelf; 20]

Note 2.This result gives the strict argumentation by infation method
to the assertion of Zeldovich with coauthors quatetthe introduction.

Assertion 2.

Initially there existed heterogeneities of dark teatn the Universe.

The deduction is similar to the preceding one.

Assertion 3.

Initially and then there were no heterogeneitieslafk energy. The dark
energy(vacuum) was evenly distributed.

0if —c0<x <0
R(X,, X, X;) = i if O<x<a, =1, 2, 3.
glif a; <xj <00
Information divergenceo(p(x)/ R(%) of dark energy at present is equal to

zero.
Then in the initial and posterior instants of timérmation divergence
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D(P(y)/ R(y) of dark energy is equal to zero.

6. The estimate of characteristics of the Universe’s nitial
heterogeneities

Let us estimate the volume of information containat the initial
heterogeneities and mass of the initial heterogiesei

Let us formulate the required pre-requisites of theestimates.
1) Development, properties and characteristics loé tJniverse are
completely defined by laws of nature.
2) Laws of nature are contained in initial heterogjges of our Universe
(“recorded” in initial heterogeneities of the Unige).
3) Laws of nature are characterized by the volunfe ctassical
informationi on”

4) The volume of classical informatiowljl, in initial heterogeneities of the

Universe should be no less than the volume of m&iion in laws of

natura =>1_ .
lh — Phl

The estimate of the classical information volume cdained in laws of
nature.

It is difficult to define precise meaning of clasdi information volume
contained in laws of nature; therefore we shalegieveral estimates.
1) If the Universe is described by parameters then it is necessary to have
n’ of physical laws describing pairwise associatitse$ween parameters
(taking account of pairwise associations). At ocenice of greater number of
interrelated parameters one should take accougreater number of laws.

Let us consider that the description of one lawunes | bits. Then for

all n*physical laws describing the Universe it is necgsahavel ,, =n’l .

Let n=100, | =1Gbyte (it is more than 3000 pages of a text — wimch
obviously inflated estimate) the, =10000 Gbytes (1&' bytes) [8].

2) The volume of classical information in the caurd physics containing
2000 pages is equal approximately t6Hits.

3) The volume of classical information in files debking physical laws [21],
is approximately equal to ibits.

4) The volume of information in the file describi&gnstein equation [21], is
approximately equal to $0its.

Note 3.

We shall give data described in [22, p. 180]. hi# instant of time
t=10"s in the Universe the laws acted defining super@ated interaction
(the interaction integrating gravitational, stromggek and electromagnetic
interaction).

After the instant of tima =10™s till the instantt =10°*s in the Universe



124

there acted the laws defining gravitational andagreteraction (interaction
integrating strong, week and electromagnetic iteya). After the instant of
time t=10*s till the instantt=10"s in the Universe there acted laws
defining gravitational, strong and electroweek riattion.

After the instant of time =10 still recent time in the Universe there act
the laws defining all known types of interactiomaigtational, week, strong
and electromagnetic interactions).

We shall consider in the following estimates thia¢ faws of nature
formed till the instant of time=10"°s.

The estimate of mass of initial heterogeneities daing development
of our Universe.

Let us compare the mass required for the formatmin one
microinformation bit and one bit of classical infwation
(macroinformation). From the estimate of mass rednoy of amino acids
and basic nitrogens used for the formation of dhefixlassical information
with reference to mass required for one bit of miitlormation we shall get
the value of mass redundancy required for the foomaof one bit of
classical information

The estimate of mass required for the formation obne bit of
microinformation.

Energy and mass required for the formation of ong &f

microinformation is equal tc&bit =KThn2, m  =(kTin2)/ ¢ [10, 11-12].

The values of energy and mass of one bit of miéoomation carrier at the
temperatures of 3K and 300K are given in the table

Table 1
Energy and mass of carrier of one bit of microinfation
Temperature T(K) 3 300
Minimal erergy for
1 bit (J) E=KkT 4,14E-23 4,14E-21
Minimal mass for
one bit (kg) M = KT/c? 4,61E-40 4,61E-38

The estimate of mass required for the formation obne bit of classical
information.

In general for one bit of classical informationamino acids the mass of
4,43E-25kg is used, redundancy is 9,6E+14 at T =AiBKasic nitrogens and
sugar the mass of 1,05E-25 kg is used in genezdijndancy at T = 3K is
1E+14. Thus, we assume that for the formation o @t of classical
information the mass of 10times greater is needed than the mass required
for the formation of one bit mikroinformation.

We shall remark that in general, s9mm0°°kg of mass of matter is used in
atoms for one bit of information (for example, #és ~1,6m0°°kg in atoms
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of hydrogen, =1,93m0*kg in atoms of lithium) which is by10*? times
greater than the mass required for the formation ooie bit of
microinformation.

Estimate of the mass of the initial heterogeneities

Assuming thatt . =«kT, E_ =10°E_  =10°kT, then obtain the mass
bit Mi bit cl bit Mi
o N I E | OO0 KT 1, (10 KT
of the initial heterogeneities = h_bitel , Tih > _Phl
02 02 C2
10 25

10 107 R0
Because = —_, thenm >—Phl

Y2 Ih 252

Numerical estimates of the mass of the initial rogeneities,
corresponding to the given volume of classical imfation in a period from
10% seconds to one second, are shown in Table 2.

We represent the estimate of mass of the inititérbgeneities for the
previous examples.

1) To write a bit of classical information when th@rent temperature of the
Universe T = 2,7 K is required the mass, not ldentMm,, =E, /c* =

101022 J/(9 16°m?¥s”) = 10°%kg, and at T = 2700 K the mass not less than
=~ 10%*g is required.

2) Let the Universe be described by the n parametBne mass, which
contains information about the Universe '(16its), must be a minimum 10
’g (approximately the mass of ®@rotons). At the temperature of the
Universe T = 2700 K is required the mass not leas tL0kg (approximately
the mass of 18 protons).



126

uolrewojul [eaIsse|d Jo siq - [Dg

TO+3a¥S'TLO-IYS ' TE0-AYS TEO-IYS TL0-APS ' TRO-IAYS TTT-IVS' TET-AVS TET-IASE'T| OT+3T 00+3dT
T0+398'YT0-398'7£0-3981 160398V L.0-398'v60-398' VT T-J98'VET-I98' VET-ILE YOT+I9T 'S T0-3T
¢0+3a¥S'MO+3IYS' TE0-3AYS T 70AYS'T 90-AYS ' TRO-IYS TOT-AVS' TET-IAYS' TEZT-I8S ' TTT+3I00'T 20-dT
20+398'1)0+398'¥£0-398' 70398 90-398'+80-398‘ Y0 T-I98' V£ T-398' v T-ILE VT T+IOT'S €0-3aT
¢0+3aVS'TIO+3IYS TTO-IAVS TIE0TYS'T §0-AVS TLO-IYS T60-IVS' TIT-IYS TTT-ISES ' TET+I00'T 70-3aT
£0+398'10+398¥T0-398'7[£0398‘Y §0-398 VL. 0-398'¥60-I98' VT T-I98' VYT T-ILE VET+IOT'S G0-dT
¥0+3YS' ICO+3IAYS TO+IYS ' T[20AYS'T ¥O-IYS'TO0-IYS TRO-IYS TOT-AVS TOT-ISE TET+I00'T 90-dT
)0+3¥S TrO+3I¥S T0+3AYS TO+3IYS TE0-IAYS Tr0-I¥S T90-AYS TEO-IYS T80-ASE ' T|STI00'T oT-3at
[T+3VS BHO+IYS TLO+3IAVS THO+IYS TBO+IAVS TLO+IYS TTO-AVS TEO-IYS TEO-ISE ' TOZ+I00'T 0¢-aT
) T+3AYS WT+IVS WT+3IAVS T ._”+m:wm.._M_wo+m_¢m_.Eo+m=um_.n‘o+m_¢m_._m‘o+m:wm.._Mo+m_mm.dmm+m_oo.._u 0e-at
.._”+mvm..m:”+m_vm.._M”H+m:\m..:.H+m_vm.m_wo+mvm..m.o+mvm..m_o+mvm..m”o+m_vmrm”o+m_wmr_”WN+m_oo.._” PA = I
T+APS' PT+IYS WT+IAVS TET+IVS WT+IAVS BO+IYS VO+IVS Wo+3IYS TwO+3I8E ' TL.2+300°T e-aT
T+3989T+398' I T+398 18 T+398 M T+3I98 180+398 190+398 tAr0+398 t0+ILE ' V). 2+3T9T ‘S qe-aT
1od 109 109 109 _ S) sl
oo 2 | znon | onor (39850 suorjos moroa 2ot (30 e |

(ainyesadwal urenad e 1e) awi syuswow

urenI2IaNBWIOLUI [22ISSE|D JO SBWN|OA palyoads Buaessnauabolsiay [eniul Jo ssew ayl Jo Sarewnsy
€ alqelL




127

3) The volume of classical information in the cauo$ physics, containing
2,000 pages, is aboutbits. At the temperature of the Universe T = 2,7 K
requires the mass no less thari k@, and at T = 2700 K the mass no less
than 10"kg (approximately the mass of'f@rotons) is required.
4) The volume of classical information in the filkst describe the physical
laws [189], is about 1Obits. At the temperature of the Universe T = 2,7 K
the mass not less than*fRg is required, and at T = 2700 K the mass not
less than 16°kg (approximately the mass of*t@rotons) is required.
5) The volume of information in a file that des@sbEinstein equation is
approximately 10 bits. At the temperature of the Universe T = 2,%hié
mass not less than g is required, and at T = 2700 K the mass, nat les
than 10'’kg (approximately 1Dthe mass of protons) is required. At T = 2,7
10" K requires the mass is not less than®p (mass of one Planck’s
particle).

Table 3 shows the estimates of the mass of thialitieterogeneities of
the Universe necessary for the storage of classiftaimation about physical
laws that contain 0 10" bit

Table 3
Time from the| Temperature Mass (kg)/ Mass (kg)/ Mass (kg))/
beginning (s) (K) 1076 BCI 10"7 BCI 10”8 BCI
1,00E-44 1,00E+32 1,54E+11 1,54E+12 1,54E+13
1,00E-35 3,16E+27 4,86E+06 4,86E+07 4,86E+08
1,00E-05 3,16E+12 4,86E-09 4,86E-08 4,86E-07
1,00E+00 1,00E+10 1,54E-11 1,54E-10 1,54E-09

Table 4 shows the minimum and maximum estimatethefmass of
initial heterogeneities of the Universe which isessary for the storage of
classical information about physical laws that eimtLG and 16* bits.

Table 4
Time from the| Temperature Mass (kg)/ Mass (kg)/
beginning (s) (K) 10”2 BCI 10714 BCI
1,00E-44 1,00E+32 1,54E+09 1,54E+21
1,00E-35 3,16E+27 4,86E+04 4,86E+16
1,00E-05 3,16E+12 4,86E-11 4,86E+01
1,00E+00 1,00E+10 1,54E-13 1,54E-01

7. Growth of heterogeneities in the expanding Universe

Consider the transition from the coordinates:(x,,....x,)to the
coordinatey =(y,,....y,) . The new value of uncertainty (information) [6, 8]

characterizing the physical system in the new doatds is equal to the old
one minus the average value of the logarithm ofiHembian [5]:
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Consider the linear transformation of coordinagesAx or y=a|x.
In this case the Jacobian is the determinant inuerransformation of
coordinatefg,| .
With the expansion of the Universe

y,) K 0 0O x
y=kx, yj=kx i=123 0r |y, =10 k Of X, |.
Y:) [0 0 Kl\x
7k 0 O
3=|a["=|0 ¥k o] == and with the transition from the coordinate system
0 0 ¥k

x=(x,X%,,%) tothe coordinate systeg=(y,,v,,y,) new value of uncertainty

(information) is equal to the old value of uncartgi(information) minus the
logarithm of the determinant of the inverse transfion of coordinates:

N, =N, -In-= = N, +3Ink.
K

Change of the uncertainty iaN=N -N, =3ink. By the law of

conservation of uncertainty (information) [6, 8],cdosed (isolated) systems
change uncertainties in the system accompanied dyrr@sponding change
of the information in the system. With increasimgertainty in the system
the amount of information in the system increa€ésnge of the uncertainty
AN leads to a corresponding change in the amouninfidirmation Al:

Al =AN Or Al -AN =0.

The uncertainty of an isolated system is consenubereas there may
be a variety of processes defined by its own ldinduring the expansion of
the universe uncertainty of particles increasesr@sses), then the Universe
should be formed (deformed) information in the food heterogeneities.
That is a consequence of the law of conservatiaimogrtainty [6, 8] which
together with other laws [1-3] can explain the pbhraenon of heterogeneous
evolving the Universe. Consequently, the initialtenegeneities and
expansion of the universe leads to the formaticlormation which a
compensating increase in uncertainty= AN =3ink.

When the Universe expands from the size which a&ratterized by
the valueR, to the size which is characterized by the vayghe volume of

information per particle, formed by extension, gsial toslogzg bits

With the expansion of the universe from the Plasé&hgth10**cm to
the current sizel0®*cm the volume of information that is generated by
extension of Universe, is equal to 607.8 (bits)tHAthe expansion of the
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Universe dominated by matter to the current sizevibiume of information
per particle, formed by extension, is equal to &bits) [8].

The growth of heterogeneities in the sedate and iafionary
expansion of the Universe.

When the sedate expansion of the Universe duriagériod 16* — 10
% from one bit of classical information approxinkat&60 bits of classical
information is formed. Consequently, to obtain’ 1bits of classical
information in time 18% there were been approximately bis of classical

information at the time10™®s - the mass of the order of k@, this is
apparently impossible. Therefore, the initial imf@ation was largely formed
during the inflationary expansion of the Universe.

Let the radius of the Universe increases@s ¢t whereq is degree of
exponent. Then at the momeptt the volume of information is equal to

V(t +) Pt +)
It +t)-1¢ )=log —>—=log —2>— =
0 0 2

2 3
Ve )
a(t +)
I’(to'l't) e © at
=3log = 3log = 3log € =atO3log €.
2 2 at 2 gz
r(to) 0
e

We obtain the evaluationa( = 1,15 E+34 1/sec) from the ratio of

r(10 %s)=10"r 10 *s) [22].

With inflationary expansion of the universe durihg period from 18’
- 10%s from one bit of classical information contained the initial
heterogeneities of the Universe, it is generatesLitlG bits of classical
information.

During the further sedate extension of the Univérsm instantio*s to

instant10 s from each bit of the classical information it wiasmed about
150 bits of the classical information.
Therefore, at the inflationary extension in® with - 10*s and the

further sedate extension of the Universedifs - 10'°s from one classical

bit of the information it is formed about ’1Bits of classical information.
Thus, the classical information formed from Plargesticle obviously is

not enough for "recording” of the laws of naturer Ereation to the moment

10"°s about 10 bits of the classical information is necessarhawe at the

moment of 10*s about 16 bits of initial classical information and,
accordingly, the mass of heterogeneities of thevéhsie of the order kg,
Is necessary for "recording” the laws of nature.

Such is an estimate of the mass of the initial rogineity containing all
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laws of nature at momemds.
If the mass of 1 bit is the estimate for atom adtwgen (proton) (1€«r)

the mass of initial heterogeneities at the instarits is about 10kg.
If the mass of 1 bit is the estimate for neutrid®3kg) (minimum

possible estimate) the mass of initial heterog@weit the instanto™'s is
about 10Kkg.
It testifies in favor of the improved hypothesistbe initial information:

“Some fourteen billion years ago, at the instant’s all the Universe
consisted of one place with the radius of*®n. In that volume all the
information about the future of the Universe wastamed...”.

The volume of microinformation in the Universe igual now the

=10 pits [6, 8, 23, 24]. The volume of the classiaaormation in the
Universe now is ho more thari0’> bits.

8. Conclusion

The results obtained with the help of informatioathods allow us to
make the following basic conclusions.

7.1. In this paper, information methods studied, refiaed developed the
hypothesis of initial information: “...at the momeot birth, all the
Universe consisted of one place with the radiud®¥cm... In that
volume all the information about the future of thmiverse was
contained”

7.2. It is shown that initial heterogeneities of ordyanatter and dark
matter in the Universe existed. This assertiororsect at any physical
nature of heterogeneities, at any physical mechanisf
heterogeneities generation, any physical model eterbgeneities
formation.

7.3. 1t is shown that the initial heterogeneities of kdanergy in the
Universe did not exist.

7.4. As the very initial heterogeneities contain lawslod nature defining
further development of the Universe it allows us dstimate the
volume of information contained in the laws of maturhe estimate of
classical information volume in laws of the natarel temporal value
from the appearance of the Universe make it pasddlestimate the
mass of initial heterogeneities.

7.5. From for creation to the momenbt™°s about 10 bits of classical

information necessary to have at the momentodfs about 16 bits
of initial classical information and, accordinglfhe mass of
heterogeneities of the Universe of the ordetkdgpare necessary for
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“recording" of the laws of nature. Such is an eatanof the mass of
initial heterogeneity containing all laws of natatemomento s

7.6. The improved hypothesis to the initial informatid®ome fourteen

billion years ago, at the instanf*s all the Universe consisted of one
place with the radius of sm. In that volume all the information
about the future of the Universe was contained...”.

7.7. It is necessary to identify the initial heterogeiesi with concrete

physical objects.

7.8. We need to understand how in the heterogeneiti¢lseoUniverse the

laws of nature are written, physical laws and thegw are

implemented.
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Abstract: The article shows that volume of information ire tlatoms,
molecules, amino acids and nitrogen bases [4-7gir tldifferential
information capacity of usual substance, the mdss lmydrogen atom, the
structure and the energy difference between itsisbasates impose
fundamental limits on memory and productivity ofngmuting devices and
information systems, including Intellectual Infortioam Technologies and
Systems.

Keywords: information, atoms, molecules, amino acids, steradgvices,
productivity.

1. Introduction

Myths of nanotechnology inflated in order to obtamoney, describe
fantastic opportunities of works that are offeredfinance. Although the
possibilities of scientists and engineers are é&dhiby nature itself — by
structure and properties of atoms and moleculé.[The article shows that
volume of information in atoms, amino acids andagéen bases [4-7], their
differential information capacity, the mass of allggen atom, the structure
and the energy difference between its basis sfate€q impose fundamental
limits on memory and speed of computing devicesiafudmation systems.

2. Differential information capacity of matter
As shown in [4-7] there are some types of matteh wifferent dependence
of the volume of information (information capacitgih mass, including: -

Linear for usual substanceim, - Square-law for black holasim?,
Linearly-logarithmic for neutron stars and whiteai¥g) 1 oM log, M .
Generally, mass dependence of information volunsibstance looks like
| = f(M). Variation of information volume in mattell at variation of its
massdM is defined by differential of function= f(M)

at ="M 40 = 1 (Myam .
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The derivative of information volume on masi%z%:f'w)

g
matter - to change the mass of matter per M €1) changes the volume
of information in the matter to the extent equalhe differential information
capacitydl = f'(M).
Let us estimate the volume of information in atoamjno acids, nitrogenous
bases (ordinary matter) which determine the funddahe limits on
information capacity devices created by man.
Table 1 shows estimates of the volume of infornmatimatoms [5-7].

{bk'—ts} is characterized by differential information capadgdifinformcap) of

Table 1
Element Charge Mass Mass Volume of Mass difinformcap
name (atomic (a.e) (kg) the on 1 bit (bits/kg)
number) - information
number of in protons,
protons, neutrons
electrons and
electrons
Hydrogen 1 1,00794 1,67318E-2y 10,422 1,60543k-822886E+27
Helium 2 4,0026 6,64432E-27 39,688 1,67414E-28 7TRIE+27
Lithium 3 6,941 1,15221E-26] 59,532 1,93544E{28 667/BE+27
Beryllium 4 9,01218 1,49602E-26 88,798 1,68475E-ZR93561E+27
Boron 5 10,811 1,79463E-26 99,22 1,80873E-28 &3B827
Carbon 6 12,011 1,99383E-26 109,642 1,81849k-289998E+27
Nitrogen 7 14,0067 2,32511E-2¢ 138,908 1,67385E-8387425E+27
Oxygen 8 15,9994 2,6559E-26 149,33 1,77854H-28 2258E+27
Fluorine 9 18,9984 3,15373E-2¢ 169,174 1,8642E+2ZB36424E+27
Neon 10 20,179 3,34971E-2¢ 198,44 1,68802H-28 499R+27
Sodium 11 22,9897 3,81629E-26 218,284 1,74831ER23F198E+27
Magnesium 12 24,305 4,03463E-26 238,128 1,694RB ER9021E+27
Aluminum 13 26,9815 4,47893E-26 257,972 1,73628H-3,75968E+27
Silicon 14 28,0855 4,66219E-26 277,816 1,67816E-83P5891E+27
Phosphorus 15 30,9737 514163E-26 297,66 1,72785E5,78921E+27
Sulfur 16 32,066 5,32296E-26 317,504 1,6765E128964B1E+27
Chlorine 17 35,453 5,8852E-26 346,77 1,69715B-28B9BR4E+27
Argon 18 39,948 6,63137E-26 385,458 1,72039B-28B1Z5E+27
Potassium 19 39,0983 6,49032E-26 386,458 1,672ME5,95438E+27
Calcium 20 40,078 6,65295E-26 396,88 1,67631B-206%I8E+27
Scandium 21 44,9559 7,46268E-26 435,568 1,713 ER83662E+27
Titan 22 47,88 7,94808E-26 464,834 1,70987H-28 4838E+27
Vanadium 23 50,9415 8,45629E-26 4941 1,71145-28B4299E+27
Chrome 24 51,9961 8,63135E-26 504,522 1,7108H-284523E+27
Manganese 25 54,938 9,11971E-26 533,788 1,70889E5285313E+27
Iron 26 55,847 9,2706E-26 544,21 1,7035E28 5,8F927
Cobalt 27 58,9332 9,78291E-26 573,476 1,7059E-2886 2D2E+27
Nickel 28 58,69 9,74254E-26 574,476 1,6959E28 9GRIE+27
Copper 29 63,546 1,05486E-25 622,586 1,69433E-2802B5E+27
Zinc 30 65,39 1,08547E-25 642,43 1,68964Er28 HI9EZ27
Gallium 31 69,723 1,1574E-25 681,118 1,69927H-288489E+27
Germanium 32 72,59 1,20499E-26 710,384 1,69626 E-289533E+27
Arsenic 33 74,9216 1,2437E-25 730,228 1,70316E-3B7142E+27
Selenium 34 78,96 1,31074E-25 768,916 1,70465E286629E+27
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Bromine 35 79,904 1,32641E-2% 779,338 1,70197E-3B7556E+27
Krypton 36 83,8 1,39108E-25 818,026 1,70053E-2888G51E+27
Rubidium 37 85,4678 1,41877E-2% 837,87 1,6933E;ZB90563E+27
Strontium 38 87,62 1,45449E-25 857,714 1,69578E-3B97E+27
Yttrium 39 88,9059 1,47584E-25 868,136 1,70001B-2888233E+27
Zirconium 40 91,224 1,51432E-2% 897,402 1,6874BE-%,92611E+27
Niobium 41 92,9064 1,54225E-25% 907,824 1,69884E-888638E+27
Molybdenum 42 95,94 1,5926E-25 937,09 1,69952E-38B8401E+27
Technetium 43 97,9072 1,62526E-25 956,934 1,698lE-5,88788E+27
Ruthenium 44 101,07 1,67776E-2p 995,622 1,685181[E-2,93423E+27
Rhodium 45 102,905 1,70822E-25  1006,044 1,69795[E-2,88942E+27
Palladium 46 106,42 1,76657E-25  1044,732 1,69088[-5,91389E+27
Silver 47 107,868 1,79061E-25 1055,154 1,69701E-38B9271E+27
Cadmium 48 112,41 1,86601E-25  1103,264 1,69135E281244E+27
Indium 49 114,82 1,90601E-25 1123,108 1,69709E-389245E+27
Tin 50 118,71 1,97059E-25 1161,796 1,69615H-28 95H9E+27
Antimony 51 121,75 2,02105E-25 1191,062 1,6968B8E-%,89328E+27
Tellurium 52 127,6 2,11816E-25 1248,594 1,69648E-5%,89471E+27
lodine 53 126,904 2,10661E-2% 1240,172 1,69864K-3B8706E+27
Xenon 54 131,29 2,17941E-2% 1288,282 1,69172E-281134E+27
Cesium 55 132,905 2,20622E-2p  1298,704 1,69879E288655E+27
Barium 56 137,33 2,27968E-25 1346,814 1,69265E-3M0791E+27
Lanthanum 57 138,905 2,30582E-25  1357,23p 1,69881F 5,88612E+27
Cerium 58 140,12 2,32599E-2% 1377,08 1,68908E-2®2®BIE+27
Praseodymium | 59 140,9 2,33894E-25 1378,08 1,69235E5,8919E+27
Neodymium 60 144,24 2,39438E-25  1416,768 1,690P8[-5,91705E+27
Promethium 61 147 2,4402E-25 1446,034 1,68751E-282588E+27
Samarium 62 150,35 2,49581E-25 14753 1,69173E281111E+27
Europium 63 151,96 2,52254E-2%  1485,722 1,69785k-3,8898E+27
Gadolinium 64 157,25 2,61035E-2%  1543,254 1,69128F 5,91206E+27
Terbium 65 158,92 2,63807E-2%  1553,674 1,69796K-3B8944E+27
Dysprosium 66 162,5 2,6975E-25 1592,364 1,69402Ek-3,90311E+27
Holmium 67 164,93 2,73784E-25 1612,208 1,69819E-888862E+27
Erbium 68 167,26 2,77652E-25 1641,474 1,69148E-3®1199E+27
Thulium 69 168,93 2,80424E-25 1651,896 1,69759E-889071E+27
Ytterbium 70 173,04 2,87246E-25 1700,004 1,68988E-5,91828E+27
Lutetium 71 174,97 2,9045E-25 1710,428 1,69811E-888889E+27
Hafnium 72 178,49 2,96293E-25 1749,114 1,69396E-3P0332E+27
Tantalum 73 180,947 3,00372E-2b  1768,96 1,698 [E-2,88923E+27
Tungsten 74 183,85 3,05191E-256  1798,226 1,697BER89213E+27
Reinette 75 186,207 3,09104E-25  1827,492 1,698 E5,91223E+27
Osmium 76 190,2 3,15732E-2f 1866,18 1,69186E-2810B5E+27
Iridium 77 192,22 3,19085E-25 1886,024 1,691848-2391072E+27
Platinum 78 195,08 3,23833E-25  1915,29 1,69078K-3M1444E+27
Gold 79 196,966 3,26964E-25 1925,7172 1,69788E-2B8IHBE+27
Mercury 80 200,59 3,32979E-25 1964.,4 1,695075-28B9BI6E+27
Thallium 81 204,383 3,39276E-25  2003,08§ 1,69328E-5,90401E+27
Lead 82 207,2 3,43952E-25 2032,354 1,69238E-280883E+27
Bismuth 83 208,982 3,4691E-25 2042,77¢ 1,69823K-3B8849E+27
Polonium 84 209,987 3,48578E-25  2053,198 1,69728[-5,8902E+27
Astatine 85 222,017 3,68548E-2b  2176,684 1,693%[-5,9061E+27
Radon 86 131,29 2,17941E-25  2262,482 9,63285E-203811E+28
Frances 87 223,019 3,70212E-25 2188,106 1,69193ER81042E+27
Barium 88 226,025 3,75202E-2%  2217,372 1,6921E-Z8B90982E+27
Actinium 89 227,027 3,76865E-25  2227,794 1,691@8BE-5,91139E+27
Thorium 90 232,03 3,8517E-25 2275,904 1,69238E-380883E+27
Protactinium 91 231,03 3,8351E-25 2267,482 1,6B135| 5,91245E+27
Uranus 92 238,02 3,95113E-25  2334,436 1,69254E280827E+27
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Neptunium 93 237,04 3,93486E-25  2326,014 1,69158[-5,91129E+27
Plutonium 94 244,06 4,0514E-25 2392,964 1,69308EF-3,90653E+27
Americium 95 243,06 4,0348E-25 2384,546 1,69208E-%,90995E+27
Curium 96 247,07 4,10136E-2%  2423,234 1,69252E-30836E+27
Berkelium 97 247,07 4,10136E-2%  2424,234 1,69188K-5,9108E+27
Californium 98 251,07 4,16776E-2%  2462,927 1,6928E| 5,90946E+27
Einsteinium 99 252,08 4,18453E-25  2473,344 1,6B185| 5,91069E+27
Fermium 100 257,09 4,26769E-25  2521,454 1,69255[E-2,90824E+27
Mendeleev 101 258,09 4,28429E-25  2531,876 1,692B1E5,90967E+27
Nobelium 102 259,1 4,30106E-2%  2542,298 1,6918E-ZB91086E+27
Lawrencium 103 260,1 4,31766E-25  2552,72 1,6914E-2Z891228E+27
Rf 104 261 4,3326E-25 2563,142 1,69035E+28 5,9E5%9%
Dubna 105 262 4,3492E-25 2573,564 1,68995E-28 733H+27
Siborgovy 106 263 4,3658E-25 2583,986 1,68956E-3D187E+27
Bohrium 107 262 4,3492E-25 2594,408 1,67637H-286525E+27
Hassium 108 265 4,399E-25 2604,83 1,68879E-28 18PR+27
Meitnerium 109 266 4,4156E-25 2615,252 1,6884E12892276E+27
Un-un-nuly 110 271 4,4986E-25 2663,362 1,68907F-3802042E+27
Average 2,46354E-23 1,69449E-P8 5,92149E+

27

On the average in atomsieono 22kg of substance is used on 1-bit of
information, The mean-square deviation is equaksero° which does not

exceed 5% of the mean value. It's abeutio™ times more than the
minimum mass necessary for the formation of onefomicroinformation at

2,7 K temperature, equal o

kT

Cc

27k _
—in2=""2=10"% Kkg.
2 2

Table 2 shows examples of estimating the volumafoimation in amino

acids and nitrogen bases [5-7].

Table 2
Title Mass Mass Volume of Mass on Difinform-
(a.e) (kg) information 1 bit capacity
(bits) (kg / bit) (bits / kg)
Amino acids
Alanine 89,09 1,48E-25| 4,321 3,42E-26 2,92E+25
Arginine 174,2 2,89E-25| 4,321 6,69E-26 1,49E+25
Aspartic acid 133,1 2,21E-25| 4,321 5,11E-26 1,96E+25
Asparagine 132,12 2,19E-25 4,321 5,07E-26 1,97E+25
Valine 117,16 1,94E-25| 4,321 4,50E-26 2,22E+25
Histidine 155,16 2,58E-25| 4,321 5,96E-26 1,68E+25
Glycine 75,07 1,25E-25| 4,321 2,88E-26 3,47E+25
Glutamic acid 147,13 2,44E-25| 4,321 5,65E-26 1,77E+25
Glutamine 146,15 2,43E-25| 4,321 5,61E-26 1,78E+25
Isoleucine 131,17 2,18E-25| 4,321 5,04E-26 1,98E+25
Leucine 131,17 2,18E-25| 4,321 5,04E-26 1,98E+25
Lysine 146,19 2,43E-25| 4,321 5,61E-26 1,78E+25
Methionine 149,21 2,48E-25| 4,321 5,73E-26 1,74E+25
Proline 115,13 1,91E-25| 4,321 4,42E-26 2,26E+25
Serene 105,09 1,74E-25 4,321 4,04E-26 2,48E+25
Tyrosine 181,19 3,01E-25| 4,321 6,96E-26 1,44E+25
Threonine 119,12 1,98E-25] 4,321 4,58E-26 2,19E+25
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Tryptophan 204,22 3,39E-25| 4,321 7,84E-26 1,27E+25
Phenylalanine 165,19 2,74E-25 4,321 6,34E-26 1,38E+
Cysteine 121,16 2,01E-25] 4,321 4,65E-26 2,15E+25
Amount 2738,02| 4,55E-24 1,05E-24 9,51E+23
Average 136,901| 2,27E-25 5,26E-26 1,90E+25
Average on 1 bit 31,67 5,26E-26 1,22E-26 8,22E+25
The nitrogenous bases and sugars

Adenine 135,13 2,24E-25| 2,0 1,12E-25 8,92E+24
Guanine 151,13 251E-2% 2,0 1,25E-25 7,97E+24
Timin 126,11 2,09E-25| 2,0 1,05E-25 9,55E+24
Cytosine 111,1 1,84E-25 2,0 9,22E-26 1,08E+25
Uracil 112,1 1,86E-25| 2,0 9,30E-26 1,07E+25
Deoxyribose 134 2,22E-25 2,0 1,11E-25 8,99E+24
Ribose 150 2,49E25 2,0 1,25E-25 8,03E+24
Amount 7,63E-25 1,31E+24
Average 1,09E-25 9,17E+24
Average on 1 bit 0,55E-25 1,83E+25

In amino acids and nitrogen bases *°, 16 %° kg of substance is used on 1
bit of information, on the average. Excess of mimimmass is about 10
times.

The same mass as amino acids and nitrogenous lb@asesatoms from 37 Y
88,9059 — yttrium; 40 Zr 91,22 — zirconium (the mmal mass) up to 81 TI
204,37 — thallium; 82 Pb — 207,2 lead (the maximaks). Masses of atoms
are close to average mass of amino acids and eitoag bases 53 |
126,9045 - iodine, 54 Xe - 131,30 - xenon, 55 C8,9354 - Cs, 56 Ba
137,33 - barium and 57 La 138,9 — lanthanum.

In atoms-= 16910 2% kg of mass of substance on 1 bit of informationtiom

average is used, which is about by10* times more than the minimal mass
necessary for the formation of 1 bit of informatiétroteins and amino acids

for the formation of 1 bit of information use masg a factor ofi0®-1¢®

more, than atoms =10"2° kg. Consequently, coding of information by amino
acids and nitrogenous bases is highly efficient.

3.  The basic characteristics of hydrogen atom

Let's consider characteristics of the atom of hgdro[8] used in the
article.
The atom of hydrogen consists of proton and elactMass of hydrogen
atom is -m, = 1670107%'kg.
The diameter of hydrogen atom isd; =10*°m. The volume of hydrogen
atom is -V,, =10%m°.
The hydrogen atom in the ground state with the mmimn energy contains
11.422 bits (one bit in the structure of the atdém22 bits in proton and 1-bit
in electron) [6-7].
As [9], we define the initial (non-stationary) bastates of hydrogen atom:
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|++) - statel. Both electron and proton spins are looking |up-) - state2.
In electron spin looks down, and proton - pt) - state3. In electron spin
looks down, and proton - up--) - state4. Both electron and proton spins

look down. The first plus or minus sign refers kec&on, and the second - to
proton. We denote these states | 1>, | 2>, | 3% 4nd

Description of the dynamics of hydrogen atom is eldny the following
Hamiltonian matrix H:

A 0O 0 O
|0 -A 2A 0
1o 2A -A o
0 0 0 A

Differential equations for the four amplitud€sof the stationary basis states
have the form

inC, = AC,

inC, =-AC,+2AC,

inC,=2AC,- AC,

inC, = AC,.
We obtain the levels of ground-state energy (therggnlevels of stationary
states) of hydrogen atom, by solving Hamiltonianampns. This means that

we must find those special stater| for which each of the amplitudes=xi|
y> has the same time dependence, namél; Then the state will have

energy E = b. So C . =gq€""™, where the four coefficients, do not

depend on time. Following the reduction in the allezxponential factor we
get

Ea = Ag,

Ea, =-Aa +2 Aa,
Ea,=2Aa - Aa,
Ea, = Aag,.

If we choos&E=A, thena, =1, a,=8,=8,=0 .

We assume that our first solution is the staje=|1) =|+ +). E, = A
The next solution will be called the state) =|4) =|- -), E, = A.
Solutions |llI> and | IV> is a mixture of the stg@> and | 3>:

) =502+[3)= 75 (+ ) +1= ) By =A

\|v>=i2(\2>—\3>)=%4+ -)=+|- +)), E, =-3A.
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Results of four fixed orthogonal (basis) states Hrar energy have been
found. Three states have energy equal to A, anthstetate-3A.

The difference in energies between the state |dWd any of the other is
equal to 4A.

The atom, which is in the state | I>, can go frowré to the state | IV> and
emit microwave quantum.

If one lights hydrogen gas with microwaves, thend e absorption of
energy. Atoms in the state |IV> will absorb quangurhradiation and pass in
one of the states with energy A, but all this ooty frequency =4A|h, equal
to

f =Zﬁ = (1420 405 751,808 0,02 Hz.
T

This is the frequency corresponding to the wavdlend the spectral line at
1420 MHz - "21-cm line of hydrogen. Radiation wihch wavelength is
emitted or absorbed by atomic hydrogen gas in gadax

4. Hydrogen atom as a g-bit
Let us consider hydrogen atom as a g-bit (quantanl®]
1

W, 7 (0)+[1).
g-bit is a system having two dedicated (basic)mtaty states with definite
energies (0>, |1>) and the stajeswvhich can be represented in the form of
linear combinations of the selected staiess ¢, |0>, + ¢ |1>, G, & —
arbitrary complex coefficients, the sum of the sgaaf modules of which is
equal 1 |¢° + [of = 1.
The uncertainty (volume of information) of g-bitttvitwo dedicated (basic)
stationary states is equal N=(|c/* In |af + |of In |]), where |&f, |6 —
probability of finding the g-bit in the states 1, Phe maximal uncertainty
(information) of g-bit is reached atffc= |gf = ¥ and is equal to 1 bit.
As noted in section 3 the wave functions correspando different power
levels (1), [u), |m), — levels with identical maximal energy|iv) the basic

level with the minimal energy) look like [9]:

\‘|I|‘>>__‘\+->+-‘>> > spin = 1.
)=

2

IvV) = ‘+ _>_‘_ +> in=0.
V) - spin
In the structure of statés, |n), volume of information is — O bit, and earlier,

in the structure of statgs ), [iv) — 1 bit.
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Let the stateo) is identified with the basis stafy) of hydrogen atom.
The statg?) is identified with the basis staf# ) of hydrogen atom,

The energy difference of the basis states of hyslvagom, considered as a
g-bit, is equal tQAE = E, - E, = v =1,05410* 01,4218 = 1,8 1€ joule.

On the basis of the considered system of the Iséasties of hydrogen atom it
Is possible to offer one more system of basis stait¢he fundamental g-bit.
Let the statgo) is identified with the basis stafev) of the hydrogen atom,

and the state1) is identified with the superposition of basis esabf the
hydrogen atomi), [u), |m). \1}:}(\|>+\u>+\m )). Since the basic statgs,

3
lu), |m), are orthogonal basis state’), then their superposition also

orthogonal basis statgs/), and the normalization factor- ensures the

NE
equality to unit of the standards superposition.
And in this case, the energy difference of basaest of hydrogen atom
considered as g-bit, IS equal to
AE =E,-E, =hv =hf = 1054010"* (14210 = 15010 joule.

5. Fundamental restrictions on information capacity

Presented in sections 2-4 estimate of the amoumfafmation, differential
information capacity of atoms, as well as aminadscnd nitrogen bases
define fundamental limits on information capacity storage devices

M
| =f (I\/I)=jf'(m)dm. For ordinary matter =pv, f'(M)= 2. Differential
0

information capacity of usual substance does npedé on its mass. For
usual substance contained in atom, molecule, bits on 1 bit of

. . | i |
information the massg=—" is necessary. Therefor¢ =—*"M,
rTlat,mol rnat, mol

f'(M) =M. As shown in [6], differential information capacif atoms of

t,mol
different elements and, accordingly, moleculespigyhly identical.
Restriction on the information capacity, imposed by differential
information capacity of inanimate matter. Atoms are elementary natural
means of information storage of the informatione hottom bordeG =10
bits/kg of differential information capacity of ditial data storage device is
defined on the basis of assessment of differemiarmation capacity of

atoms —= 10 22hits/kg.
Consequently, the information capacityof artificial storage devices, built

on the basis of atoms does not excead®wm bits, wherem - mass of
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storage devices directly used for storage. Sincerectu differential
information capacity of storage devices-is™* bit/kg [5], while for devices
built on the basis of atoms, it can be increaseddoymore than by 10"

times. This restriction10°®v ) is the most powerful fundamental limitation
dictated by nature of the information capacity cftumral and artificial
systems.

Restriction on the information capacity, imposed bycharacteristics of
hydrogen atom.On the one bit in the hydrogen atom, considereal gsit,
the nature spendingn, =16700% kg. Consequently, the information
capacity| of artificial storage devices, built on the basidiydrogen atoms
used as g-bits, does not excesti10*°M bits, wherem - is mass of storage
devices directly used for storage - mass of hydioge

Restriction on the information capacity, imposed by differential
information capacity organized matter. Proteins, DNA — the simplest
natural storage devices, constructed by natureitmums. The bottom border

c=10 % bits/kg of differential information capacity aitifal data storage is
defined on the basis of assessment of differemiarmation capacity of

proteins, DNA — 10 2°bits/kg.

Consequently, the information capacityof artificial storage devices, built
on the basis of proteins, DNA does not exceef’m bits, wherem - mass
storage devices directly used for storage. Sincerectu differential

information capacity of storage isio** bit/kg [5], for devices built on the

basis of combinations of atoms, it can be incredsedo more than byio'*
times.

6. Fundamental restrictions on productivity

The difference between the energies of the basiessbf the hydrogen atom,
considered as a (-bit, impose fundamental limitestion the speed of
computing devices. According to the theorem of Misgand L. Levitin [4],
the total number of elementary actions that theesyscan perform per
second, is limited by , =2E/%n: where E - is the excess of the average

onl ¢

energy of the system over the energy of the lowtse,7n=h/2n= 1,0545
10 joule - reduced Planck's constant. The numbeipefations is satisfied
by a hydrogen atom, a g-bit, limited Ixy,, = 2AE /7 =15010% operations per

second.

7. Fundamental restrictions on the characteristics ofhe computer
built from atoms of hydrogen, the mass of which isne kilogram

The memory of the computer built from atoms of loggm, the mass of

which is one kg, does not exceed 0,6’ 1tfits. The productivity of the

computer built from atoms of hydrogen, mass of whscone kg, not more

than 16° op/sec.
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8. Restrictions on characteristics of a computer of naorobot

In 1986, an American engineer Eric Drexler proposesing for the
production of nanodevices the mechanical machiriethe (100-200 nm)
sizes - nanorobots [2]. These robots must colleetdievice directly from the
atoms, so they were called assemblers. The assembkquipped with
manipulators of a few tens of nanometers and théomtm move the
manipulator and the robot itself, including the gaad transmission, as well
as an autonomous source of energy. Nanorobotiaddlconsist of several
tens of thousands of parts, and every detail - fooka to two hundred atoms.
The most important node nanorobot was the onbaargpater to control the
operation of all the mechanisms that determine hatwplace the future
structure should be putting atom or moleculeear dimensions of this

computer should not exceed 40-50 nm. The volunfe®fs V. =10 %% m®, In

such a compute3f08 atoms of hydrogen can be accommodate. Consequently,
the nanorobot's computer memory built from atomdydrogen does not

exceed 1bbits, and itgproductivity does not excead?? op/sec.

9. Conclusion

1, Estimates the volume of information in the atpnamino acids,

nitrogenous bases, differential information capacit ordinary matter, are
determine the fundamental limits on informationa@fy storage devices.

2. The volume of information in a hydrogen atom ahd structure and
energy difference between the basis states ofydleogen atom, considered
as a g-bit, impose fundamental limits on memory apded of computing
devices.

3. Restrictions0?® bit/kg, 10° (op/sec)/kg can add a number of fundamental
natural limits, including the speed of light, elertagy charge, Planck’s time,

4. The resulted estimates do not consider expeinsess, energy and time
for management of processes of storage of infoona#ind calculations
which can repeatedly increase the mass and size tentporary

characteristics of computing systems are essefndl less, than by three
orders) to reduce the resulted values of memorysaedd.
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THE BASIC INFORMATION CHARACTERISTICS
OF OUR UNIVERSE

(Gurevich I.M. Information characteristics of phydisystems/in Russian/.
Second edition refined and updated. "Cypress". Sepal. 2010.
Pp. 212-222.
Gurevich .M. The basic information characteriseé®ur Universe. The
Third International Conference "Problems of Cyb&noseand Informatics”
(PCI'2010). Vol. 2. 2010. Baku. Pp. 59-62.
http://www.pci2010.science.az/3/06.pdf

1. Information volume in our Universe

Information is inseparably linked with matter antergy. Information [1] is
physical heterogeneity steady for certain timegetugeneity of matter and
energy. The energy necessary for formation of ahefomicroinformation
[2] is equal tog,;, =kTIn2 [3]. The mass necessary for formation of one bit o

the microinformation is equal tey =kTn2/c?. The values of energy and

mass of the carrier of 1 bit of microinformatiore aesulted at temperatures
3K (800K). The minimum energy for 1 bit is equal #14199E-23
(4,14199E-21) joule. The minimum mass for 1 biegual to 4,60858E-40
(4,60858E-38)kg. On the average in atoms for lobihformation is used

~1,60010 2% kg of mass of substance (for example, in atomyafrdgen is
used=16m022kg, in atom of lithium -=1,03622kg). It is approximately by

~10 times more than the mass necessary for formatioone bit of
microinformation.

The reason and source of information formatiorxgaasion of the Universe
and initial heterogeneity. At symmetry infringeme¢tween weak and
electromagnetic interactions in the Universe itfasmed 1 bits. The
information mechanism of particles formation in tinfationary Universe
generates quantity of particles, comparable with standard estimation of
the number of particles in the Universe, - an orded G - 10°.

The minimum possible volume of information in thenitkrse with
prevalence of substance is 7m0, in the Universe with prevalence of
radiation is=10"" bits. The greatest possible volume of informatiorthe
Universe is=10"° bits [4-7]. Growth of volume of information atdste
expansion of the Universe isiog,t. Reduction of density of information at

sedate expansion of the Universe [iSogzt)/tz. Growth of information

volume at inflation expansion of the Universenigt. Reduction of density
of information at inflation expansion of the Unigeristte®"".



145

2. Information volume in some fundamental, elementy particles and
atoms

Fundamental particles are the most simple physgatems (elementary
systems by Zeilinger A. [8]).

There is 1 bit in a lepton.

There is 1 bit in a quark.

One photon with circular polarization contains i bi

One photonz®-boson - products of electroweak interaction cost8,78
bits.

Elementary particles represent physical systentiseo§econd level of
complexity.

There are 9,422 bits in a proton, a neutron (takmg account the structure
of proton, neutron, the information in quarks, eslof quarks).

Atoms represent physical systems of the third le¥elomplexity.
There are 11,422 bits in the atom of hydrogen élstent) - (taking into
account the structure of atom, the informationnot@ns, neutrons).

There are 39,688 bits in the atom of helium (2mnent).

There are 109,642 bits in the atom of carbon (&ment).

There are 544, 21 bits in the atom of iron (26&ment).

There are 2334,436 bits in the atom of uranium ¢@ement). In the above-
mentioned cases the structure of atoms and extanwartainty electrons is
not considered.

The estimates of the joint entropy of matrixes om&t of electroweak
interaction (1,7849; 1,7787; 1,7645; 1,7945) acogdto different
independent experimental data, are close to thmasts of the joint entropy
of matrixes mixture of quarks (1,7842, 1,7849) [5].

3. Information volume in stars
The Sun containsi, sme® bits.

White dwarf with the mass of solar mass contains:ime® bits.
Neutron star of solar mass containsssme® bits.

4. Information volume in black holes

Plank’s black hole contains one nut of informatitrereby it is possible to
consider nut as one Plank’s information unit (oné B Shannon’s

information unit).

Existence of matter of two types: with square-lawl inear dependence of
volume of information on mass is source, reasorexatence of optimal

black holes which minimize volume of information amy region of the

Universe and in the Universe as a whole.

Information and mass volumes, received at the aecief the direct

problem (Minimization of volume of information inhé system «usual



146

substance — black hole» at the set mass of systath) the dual problem
(maximization of mass of the system «usual substanblack hole» at the
set volume of information in the system), coincide.

There are=10°? bits in the optimal black hole generated in thetay
«radiation (photons) - black hole» at the tempeeatnf radiation - 2,7K.
There are=257a6° bits in the optimal black hole generated in thetem
«hydrogen (protons) - black hole».

At the temperature of radiation= mp02/9,422k In2= 1,5551 & 1K (at the time

from «the big explosion» of the Universe®) the mass of the optimal black
holes which have arisen in the systems «radiatiblack hole», is equal to
the mass of the optimal black holes which haveearign the systems
«hydrogen (protons) - black hole». In transitioonfr «the Universe with

prevalence of radiation to the Universe with premak of substance
(10°K> T> 10°K) the mass of the optimal black hole in the systeradiation

- black hole» varies from 2,45E+19kg to 2,45E+20kg.

» The masses of the optimum black holes shaped @ustypes of atoms of
usual substance or mixture of various types of atofrusual substance, and
information contents in them are approximately tobh.

The black holes of solar mass contaity2rnd® bits.

The black holes with the mass of one million sof@ss contain 7, 72md*

bits.

The black holes in centers of galaxies contaie?® - 106°7 bits.

5. Information volume in galaxies

In galaxies havingd'! of stars, there are abouf®bits. In galaxies having
10! of stars and containing in kernels super massiaekbholes with the
mass of10° - 100 of solar mass, there ax@o®® - 10%"bits.

6. Information dependence of temperature of radiatbn on mass
For a black hole the dependence of temperature ass n(S. Hawking's

spectrum) looks like = (hc31n 2) / (ATGMK).

For a neutron star the dependence of temperatumass (an information
spectrum) looks lika =(m, &)/ K9,422+ log M /m ).

7. Information restrictions at creation of black hdes from stars
The mass of a black hole formed from the starlof sun’s type is no more

than =snc?®kg.
The mass of the black hole formed from the whiteudwf solar mass is no

more thans 2,50¢*kg.
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The mass of a black hole formed from the neutrandatsolar mass is no

more thans 4,17t kg.

Note. A black hole at formation uses only part adisst Other mass in the
form of usual substance dissipates in surroundiage and other objects can
be formed of it.

8. Information restrictions at the merge of black loles
At the merge of two black holes having the massv,, without the use of

additional usual substance, the mass of the raguttiack hole is less, than

JMZM3
At the merge of two black holes having the masswm,, with the use of
additional usual substance, the mass of the reguttiack hole is more than

/22
M1+M2.

9. Classical information
Nitrogenous basis contain3|0924:2 bits of classical information

(macroinformation [2]).
~Amino acids containbg2 20= 4,32 bits of classical information.

For 1 bit of information formed by amino acids amttogenous basis it is
needed 4,43E-25 and 1,05E-25kg of mass.
Redundancy of classical information formed by lifie, relation to micro

information at the temperature of 300K is by éaaif =10 times more.
Proteins and DNA for formation of 1 bit of inforn@t use mass by three
orders more than atoms. Hence, life is effectivg wfaclassical information
formation.

Redundancy of classical information generated lmdemn civilization, in
relation to microinformation is by factor efio®>2° times more. Efficiency

of nature in formation of classical information erds efficiency of person,
a terrestrial civilization by10'° times.

Proteins of yeast contain about 2000 bits of ctassnformation.

One chromosome of a person contains)nd bits of classical information.

One person containsio?® bits of classical information.

Biomass of the Earth contains aboutlits of classical information. If 100
% of the Earth’s mass is used for the formationivd substance it will

generate about 0bits of classical information.

If 1 % of the Universe’s mass is used for the fdramaof live substance it
will generate approximately T0Obits of classical information.

The greatest possible volume of classical inforamatin the Universe is

~10’7 bits.
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10° - 10’7 bits is a range of possible volume of classicérimation in the

Universe, defined by the data known now.
The volume of classical information formed by tetrml civilization is

<10°° bits/year. Parity of volumes of information iretk/niverse in a year,

generated by matter and civilization i20™#°. The share of information

formed by civilization on one star system is eqoa10'27. It shows that now
the contribution of terrestrial civilization to mfmation formation of the
Universe is insignificant.

10. Cognitive process of the Universe

The Universe, information volume of which is finiteeffective and
completely knowable [9].

The Subject of cognitive process is classical dhjier example, terrestrial
civilization).

In the course of the Universe cognitive processpression of information is
not less, thar 10%° times and no more, thano’® times.

The gravitation Law, in particular, compressesitii@rmation not less than
by factor of2nd® times.

Interpretation of cognitive process by methods @hrgum mechanics (the
description and measurement) on the basis of irdoom parities is possible.
The knowledge is carried out through a hypothetickdrmation channel -
«the knowledge channel of nature». The limited dabhput of "the
knowledge channel of nature» defines as impossiact” (in classical
sense) descriptions and measurements of quantumctsbjlncreasing
accuracy (uncertainty) of the description/measurédmef one of the
components, the observer is compelled to reduceracy (uncertainty) of
the description/measurement of the other.

11. Information unity of all possible universes

As heterogeneity should exist in the universes \atly physical laws the
approach which is based on information propertidseterogeneities of any
nature and corresponding information laws and ict&tns, and also physical
laws of conservation following from them, such agwh extends on all
possible Universes. Thereby, physical laws of corsg®n and information
restrictions on other possible physical laws infedégnt Universes are
identical. Does itmean that all of possible universes are identical?
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DATA COMPRESSION BY "INTELLIGENCE" IN THE PROCESS
OF COGNITION OF THE UNIVERSE

(Gurevich I.M. Data compression, "Reason" in thecpss of understanding
the universelln Russian/Bull. Special Astrophysical Observatory,
Vol. 60-61, 2007. Pp. 145-167.
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The most inexplicable thing
in the Universe is the fact
that it is explicable

A. Einstein

The paper proposes a method to estimate an infmmmebmpression rate by

“Intelligence” in the process of cognition of thaitkrse based on usage of
laws of informatics and the complexity theory.dtshown that the Universe

Is effectively cognizable.

1. Introduction

Up to now, the questions of cognizability of so gd&x system as nature
(the universe, the worldyere discussed at a qualitative — philosophic
level.

The informatics laws give a possibiligf using quantitative estimations
when studying the problems of cognizability of cdexpsystems including
the questions of cognizability of the Universe @ueafter its observable part
iIs meant). As will be shown below, at a definitéiaaof diversity of a
complex system (an object) and an observer (a stybgnd also when
information is compressed by the observer, the ¢exngystems with finite
information, including the Universe, are cognizabded, what is more,
effectively cognizable.

2. Modern conceptions of cognizability

"Scientific cognition is regarded dialog" betweeoagnizing subject and the
World (a subject in a general sense, but not &parate person). There exist
objects in the World characterized by inherent props and laws, and we
(like Columbus) discover these properties and ldws beginning an
interaction (a dialog) with objects under invedtigga which allow us to
specify and correct our knowledge. As a matter a€t,f this dialog
conception is a standard model of science" (lllzwig 2002).
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E. Schrodinger (2001) analyzed evolution of idelasognizability of nature.
The search for the answer to this question was stested by the Ancient
Greeks. They concluded that nature is cognizal#i#.dur modern way of
thinking is based on the thinking of the Anciene€&ks. That is why, this is
something special, something grown historicallyimyimany centuries; this
is not a general, but the only possible way ofkimg about nature. What are
peculiar features of our scientific view of the Vi One of these basic
features cannot be doubted. This is a hypothess thie manifestation
Nature can be comprehended...

David Hume discovered that the dependence betweaesecand effect
cannot be observed directly and forms nothing bedrsstant sequence. This
great discovery is a fundamental epistemologicataiery. This point of
view, in a more complex form of philosophic posgm, was enthusiastically
accepted by contemporary physicists. "However,imktht should not be
stated even from the positivistic point of viewttlsaience does not express
comprehension. For even if it turned out to beeaxr(as they claim) that we
only observe and register facts and reduce theendonvenient mnemonic
systematization, there still exist real relatioretween our discoveries in
various areas of knowledge which are distant fraacheother and also
between them and most of our fundamental genegakidlhese relations are
S0 amazing and interesting that the term "compr@bah seems to be very
appropriate for us to finally realize and rementhem...

There is another feature which is displayed mushk ttearly and openly, but
which has the same fundamental significance.thasfact that science, in its
attempt to describe and understand nature, simglifiis difficult problem
very much. A scientist subconsciously, almost wemtionally simplifies his
task in understanding nature by excluding himdeH,own personality, i.e.
the subject of cognition from consideration or bytiog it from a picture that
should be constructed."

A. Einstein (1952) points out the miracle of essgrdrder of the objective
world: "You find it astonishing that | speak abaaignizability of the world
(inasmuch as we have right to speak about it) as wiracle or an eternal
mystery. Well, a piori, we should expect of chaotiorld that cannot be
cognized by thinking. We only may (or we shouldpest that this world
obeys a law as much as we can put it in good drdeur mind. It would be
an order similar to the alphabetical order of woadisa language. On the
contrary, the order introduced by, say, Newtoné&oti of gravitation is of
quite a different character. Though axioms of theory are created by man,
the success of this undertaking suggests an eslsertering of the objecting
world for which we have no reason to expect a pribris just what "a
miracle" is; and the more our knowledge develop® tore magic it
becomes. Positivists and professional atheistsideng to be vulnerability
because they are happy to think that they sucdissfianaged not only to
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expel God from this world, but also "to deprivestinorld of miracles”. It is
curious that we should be satisfied with recognited "a miracle" because
we have no legal ways to get out of this situation"

G. Lemaitre: "The scientific progress consistsistdvery of more and more
universal simplicity. ...The previous success giwesonfidence in the future
of science: we understand more and more that tinetée is cognizable. ...
hope | have shown that the Universe is not beyamdam contrivance. ...The
Universe is not too large for a human; it exceeeither human scope, nor
abilities of human spirit" (Efremov, 1999; Godateller, 1985).

The existing forms and stages of cognition areudised by I.V. Prangishvili
(2003): "... The power of universal laws and rudésature does can give an
impression that there is a creatoMankind observed three stages of the
nature studyand states of scienctte first stages Ancient and Middle Ages
when a comparatively nonsegmented science preydiiedsecond stagis
the stage of differentiation of science which appdasharply in the period
from the Renaissance till the middle of the XIX way and which is still
lasting to some extenthe third stage is the integration of scienadich is
observed now and which will last in future.

As is known, the foundations of scientific knowledgre initial thesesiew
phenomena, laws and regulariti€Scientific activity means activity both in
obtainingnewknowledge, and in applying it.

Laws and regularities afatureare objective, independent of us just because
they do not depend absolutely on wishes, will amasciousness of people.
They may not be canceled, forbidden, replacedoédurring in the material
world can be implemented only by a material lawd ant by any other law
or regularity.

Now the modern scientific ideology and differentrjie of view on problems
of creation of the world, of live and lifeless naguare elaborated. Various
methodological approaches to comprehension of tbddwevolution are
used, for example, reductionism, evolutionism, $ralietc.”

N.S. Kardashev thinks that our neighbors can berstipilizations of age of
6-8 billion years. In his paper (Kardashev, 199¢ mhites: "The analysis of
currently available astronomical information pointsut that among
extragalactic objects super civilizations can exwsith technological
development of 6-8 billion years, which is consatdy more than the age of
the terrestrial one. The age of the disk of oura®alexceeds 9.5 billion
years if judging by observations of the oldest whiltvarfs, and about 13-14
billion years, if judging by isotope abundance drtles inside some
meteorites. This means that in our galaxy can ewrlizations of 6-8 billion
years older than the terrestrial one. With so lalifference of ages it seems
indubitable that all stars in our Galaxy were stddby them long ago, and
that they know well about our existence in the Botgstem. New
astronomical information attaches a special sigarfce to the fundamental
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question which was formulated by E.Fermi in brieflang ago as 1950:
"Where are all of them?" This is the greatest mysté nature, and we must
carry out research in different directions if weskwvto attempt to solve it".
V.M.Lipunov (1995), who does not doubt the cogniligbof the Universe
and who thinks that the cognition of the Universg the terrestrial
civilization is almost finished, also discusses theestion why we do not
observe the cosmic super intelligence. "The silavfcthe Universe can be
explained by supposing that technological supetizations simply do not
arise. Why? Two answers are possible: becauseeofods of interest to
technological development or because of destrucBbiklovsky chooses the
second variant (I note, for good reason becauseetige of technological
development is not seen yet). But then the intefige is only a poor
invention of nature, a deadlock branch. What is amcoete cause of
destruction — atomic warfare, ecological disasten® unlikely. It is clear
that in spite of all diversity of possible "locatbnditions and specificities,
the destruction of different civilizations must pap due to one universal
reason. Which one? The universal reason of degiruct the Intelligence in
the Universe can be connected to the loss of ite foaction —the function
of cognition...

It is possible to perish from an atomic or biol@ibomb. But all this is a
children's toy in comparison to what a civilizatihich is, say, two hundred
years ahead of us could invent. Even now, withgtaWered laws of nature it
iIs possible to imagine a so powerful weapon that dgbnsequences of its
application would be of galactic scale. Such aifratal war would be taken
for a cosmic miracle. But there are no miracles!

Forces hindering the development of intelligencestine of quite a different
nature. And, certainly, they must be of univerdahracter which does not
depend of concrete conditions."

K.A.Valiev thinks that information resources of wa are practically
exhausted already (Valiev, 2000). "The second denation to which |
would like to draw your attention is related to tta#e of cognition of the
world that we picked up in the outgoing centurhale lived fifty conscious
years in science. In my opinion, we are in too math hurry to take from
nature what it can give us. Today we are closbaestion of atom (I think,
Lenin was wrong about an inexhaustible charactatah and electron). We
understood how it is constructed, and we even téaroount with its help. |
think, and many colleagues share my opinion, treaawe close to exhaustion
of information resource of nature on the whole. étly, our friend, the
famous scientist Zhores Alferov was complaining th@ cannot expect real
sensations from science in the next century, oatgits are left to deal with.
Try to think on scales of thousands of years, andwill understand that our
descendants will have no job."
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One of the authors of the supersymmetry, theorythkery of "everything"
— Brian Green considers that the limits of cogmtwill be discovered quite
unexpectedly. "Explanation of everything — evenanlimited sense of
understanding of all aspects of interactions amanehtary components of
the Universe is one the greatest problems whigmsei has ever faced... The
amazement of our ability to understand the Universeéhe whole vanishes
readily in the century of fast and impressive pesgr But it is possible that
there exists a limit of cognition... However, thalision with the absolute
limit of scientific explanations, but not with tegbal obstacles or with the
current limits of human comprehension which areenidg gradually, will
be a shock to which we cannot be prepared by expezi of the past”
(Green, 2004).
These are modern views of cognizability of the @woifhe sections below
describe ideas of quantitative estimation of coginiity of complex systems
on the basis of laws of informatics and the compjekeory.
. A property of cognizability of a complex system
The most fundamental properties of complex systeans existence,
development and cognizability (Gurevich, 2003; 2004
Consideration, study, analysis, systematizatiomarhplex systems is only
possible if they exist during a definite period time. Construction,
synthesis, creation of systems makes sense whemxistence during a
definite time interval is supposed or required. Tgreperty of existence
precedes all other properties of systems sinceowithaving the existence
property the system cannot have any other progertie

Self-motion of nature is reflected in motion andampe of complex
systems, which causes the property of developmenthém, since the
systems are not motionless formations and cannsitt iexa frozen form. The
existence of complex systems is impossible in tgwla from their
development.

The property of cognizability of a complex systenplies the presence of
the following possibilities:

—description, construction of models, theoreticalidst of a complex
system;

—measurement of parameters and characteristicsoafmaplex system;

—understanding and explanation of existence, funcig, development
of a complex system.
Beside the above-listed possibilities, the propestycognizability of a
complex system means, in the wide sense, the ailayaf additional ones:
—<creation, formation of a complex system;
—the control of a complex system.
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4. Uncognizability of systems with infinite informaion
Hereinafter, the information volume, diversity, qaexity of systems is
measured either by the length of the shortest gtmer (Kolmogorov, 1965;
Chaitin, 1970) or by information entropy (Shannd®63).
One can adduce logical and numerical justificatiafisimpossibility to
cognize systems with infinite information. "Godélosved that if we set the
deduction rules and any finite number of axiomentkhere exist reasonable
statements which can be neither proved nor dispkovidere are true
properties of integers which cannot be derived fepnoms. And if any of
such properties is taken as a new axiom, then athprovable properties
remain. Now we know that the set of all properoéamtegers (i.e. the set of
all true statements about them) has no finite bseic...The set of integers,
irrational numbers, arithmetic are examples of mat#tical objects, systems
with infinite information. It follows from Godel'sheorem, that systems
containing an infinite amount of information cart be cognized. Some their
properties will always remain unknown. The numblethe latter will always
be greater than that of the known ones" (Ruel, pOBarthermore, as was
shown in the paper by Chaitin (1974), in systenth wifinite information it
Is impossible to estimate the system complexislfits
Simple quantitative estimations are not less camwwm The direct
calculation attests that a civilization cannot dagnsystems with infinite
information. The finite volume of memory, the limit conveying capacity of
communication channels and the limited efficien€ysabjects of cognition
(people and computers) suggest impossibility of ndomn (storage,
transmission, processing) of infinite amount ofomhation during an
arbitrary time interval. Ash-by's Law of RequisWariety (Gurevich, 2003;
2004) requires that the variety of an observer Ehoot be less than the
variety of the system under cognition. In case afyatem with infinite
information and with an observer who has finiteomfation, the cognition of
the system in full is impossible. The observer cagnize a part of the
system whose variety does not exceed the Obseveeitty.
V.M.Lipunov, who was already quoted, considers thatexplanation of the
cognition phenomenon requires the existence of Gdthu see, "the
complexity" is first of all a qualitative charadtdic, not a quantitative one.
An infinitely complex object must consist of infialy complex, qualitatively
differing parts which are not necessarily compatiblhe world or, more
precisely, a system of knowledge of the world i$ aset of nesting dolls.
Upon cognizing part of such a complex object, wencd be sure that our
knowledge will fit well into the subsequent systefrknowledge just like the
small doll fits into the large one. The cognitianmost likely to be a rather
nonlinear process. An extreme case (but not acpdati case at all') could be
so strong nonlinearity that the cognition of anytpa&ould be impossible
without knowledge of the full pictureln other words, an infinitely
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complex object is uncognizable in principle. Intelpence could not
originate in an infinitely complex Universe!

The above negative thesis about the inconsistertyden parts cognized
sequentially is in glaring contrast with all ourpexience which shouts that
our world is a set of nesting dolls. For examplewitbn's mechanics became
a part of Einstein's Special Relativity Theory whit turn, became a part of
the General Relativity Theory. This is what is edlBohr's correspondence
principle."

How can the obvious contradiction be resolved? &hae two solutions:
either our conception of an infinitely complex afijas wrong, orthe
surrounding world is not infinitely complex.The correct answer can be
chosen only by relying on observational facts..t lue recall: the mind
devoid of food perishes. The experimentally prowassence of super
civilization testifies thabur Universe is too simple for intelligencelUpon
quick cognizing its laws (during several thousaedrg), the intelligent life
exhausts all possibilities of its applications arahishes. It is ironic that
intelligence arises and perishes because of thee saason — a simple
structure of our world. One can not admit simultarsgy the infinite
complexity of the world and its successful cognilzgh(i.e., practically the
very existence of intelligence in an infinitely cplax world) without
admitting the existence @& Super Intelligence— scientifically discovered
God". What is scientifically discovered God and whaths future science
about the infinitely complex world? Is the humatelligence capable at all
of creating at least a primitive model, a theorgoaception of an infinitely
complex object which cannot be cognized in partsthiwthe framework of
modern science, it is unlikely because it is alltdnoitially on atomic logic
of a set of nesting dolls, on the recognition @& imear world, because it is
the only one that is compatible with the existeatendependent countable
elements. Mathematical tools applied by modern igBysere initially based
on digital shepherd's experience of numbers: &ftdcsheep can be divided
into separate individuals and counted. (One shbeldurprised again how
could science manage to penetrate into deep mgstefithe Universe and
atoms with so poor mental outfit?) The classicarsdfic method comprises
from the very beginning a progressive approach fsample to complex.
"Explanation” is the sense of modern science. Bat human vocabulary
contains two other important words “eomprehension” and "faith" . One
of them belongs rather to art and, especiallyit¢éodture (like science, it uses
the language of words), the other one belongs ligioe. But how can all
that be combined together? How could one give hitc &éhge, say, to formal
mathematical expressions? And how our scientificdiscovered God to
which the modern simple science inevitably cameretates with the
religious God"? (Lipunov, 1995).
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5. Cognizability of systems with finite information

Systems with finite information are a class of eys which differ
considerably from systems with infinite information
Two variants of cognition of systems with finitdonmation are possible:
an observer is out of the system (an external sulgpé cognition, an
observer);
an observer is inside the system (an internal stibjecognition, an internal
observer).
In the latter case one may speak about the sysH+oagnition.
Definition 1.
A system is cognizable by an external observenafdxternal observer can
represent all information contained in the system.
Definition 2.
An observed part of a system is cognized by anrnateobserver if the
observer is capable of representing all informationtained in the observed
part of the system.
Definition 3.
A system is cognizable by an internal observehef observer is capable of
representing all information contained in the systecluding information
about himself.
The cognizability of complex systems defined intthay is based first of all
on the possibility of "copying"”, representation, mmization of the system
variety by the observer. Science cognizes naturehnmiore effectively by
representing ordered variety of nature in the fafmaws of nature which
considerably compress information about objectgrialations, phenomena
and processes.

A possibility of cognizing systems with finite imfoation is determined
by Ashby's law of requisite variety.
Statementl.
Cognition of a system with finite information by axternal observer is
possible if and only if the variety of the exteroalserver exceeds the variety
of the system under observation R-< Ry, WhereRs is the variety of the
system under observatioRs, is the variety of the external observer.
Statement?2.
Cognition of the observed part of a system withtdinnformation by an
internal observer is possible if and only if theisty of the internal observer
exceeds the variety of the observed part of theesys—R,s < Ro{, where
Ros IS a variety of the observed part of the systé&gn;is a variety of the
internal observer.
Inasmuch as the inner observer is also a parteo$yistem, the variety of the
internal observer plus the variety of the obserpad of the system can not
be larger than the variety of the whole system {eety is assumed to be
additive)R,s + Ryl < R..
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For further investigation of cognizability of conepl systems we will use the
idea suggested by R.Solomonov (1964) and G.Chéi®74). "A scientist
looks for a theory which agrees with all his obsé¢ions. We suppose that
his observations are presented by a binary sequemckthe theory is a
program that counts this sequence. If the programmthe same number of
bits, then it is useless. If the sequence is desdrby the theory which is a
program of length coinciding with the sequence b$eayvations, then the
observations are random, and they cannot be desgnitor predicted. They
are what they are, and that @&l. The scientist cannot have the theory in a
proper sense of this conception. He can only shdwatwhe observed to
someone else and say "This was this". A resultsifientific theory is that it
allows compressing many observations in severaréteal hypotheses. A
theory is possible if and only if a sequence ofepbations is not random, i.e.
if its complexity is much less than its length issbin this case a scientist
can inform a colleague about his observations ay which is much more
efficient than only by passing his own observatidis does it by sending to
his colleague a program which is his theory, and grogram must have
much less bits than the initial sequence of obsienvs!'.

Definition 4.

A system with finite information is effectively cogable if the information
contained in it can be presented in a consideradnypressed form.
Introduce a notion of "direct description of a gyst. Divide the system into
microscopic parts (cells)i =1, 2, ...,N.

Describe a state of every part of the system (@;, Bi,...,Y,) = (@4, Oy, ...,
COlnais Bais Bais --+y Brgis-- -5 Yais Yoir --+1 Yovi)-

Herea; = (O, Oz, ... , Ong) — IS the vector describing the state of the
parameten which influences the state of the pst

Bi = (B, Bais --- » Brgi) Is the vector describing the state of the paranteter
which influences the state of the part

Yi = Y 1, Yair ---» Ynyi) IS the vector describing the state of the paramét
which influences the state of the part

Then the direct description of a system is meaiat r@station

(X1, X2, o »XN) = (@1, Bry oo Y1), (@2, B2, o 1¥2), ooy @G By oo s WN)) =

= (a1, 021, +..0ng1) (Baw B2ty -o- 4 Brgr)s -+ K11 Yoir -oos Yoy

(012, O, ... 0na2), Baz: Bozs -, Brp2)s - v W12 Yoo oo Y2))s ---

((orgns 0Ny = Onan)s (Bans Bang <o 3 Brgn)s oo+ 0 (ams Yoy -0 Yon))-

Without any loss of generality, we will consideathhe notation is made in
binary units.

The length of the direct description of a systemaqgsal to the length of the
notation €4, Xo, ... ,Xn) - L (X1, Xo, ... ,XN)-

By definition, complexity of a direct descriptiorfi @ system is equal to the
length of the direct description — to the lengthtbé& notation in binary
units.
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It is clear that in a number of cases the systembeadescribed shorter. It is
easy to prove (by searching) the existence of Hwetast description of a
system with finite information. Denote its lengt g,

Introduce a designation for comparison of valudfeding considerably (by
many orders) —a <<< ib a= 10'b,un>> 1.

Now one can specify the formal definition of aneetively cognizable
system.

Definition 5.

A system is effectively cognizable if the lengthtoé shortest description is
much less than its direct descriptiogl<<< L.

Otherwise a system can be either incognizableamgnizable effectively.

Let k be a compression ratio of variety (information) thre process of
cognition.

Statement3.

A system with finite information is effectively cogable by an internal
observer if the variety compression ratio is nosslethan the value
k=(Rs+R)/R,.

Let us prove this statement.

The compressed variety of a system with finite nnfation (the compressed
variety of the observable part of the system aedcttmpressed variety of an
observer) must be concentrated (be fitted, be septed) in the observer
variety (R,+R,)/k<R, .

Consequently, the compression ratio of varietyofimation) when cognizing
a system with finite information must satisfy tledationk>(R_.+R,)/R, .

6. Features of subject of cognition

6.1. Subject of cognition

The subject of cognition (an observer) is a systamying out cognition of a
complex system (an object of cognition). The subgccognition can be
both a system that is external with respect todhject of cognition and a
part of the system under cognition (the objectagfration).

If the object of cognition is the Universe, thee gubject of cognition is as a
matter of fact a part of the object of cognitiona—part of the Universe.
Generally, the subject of cognition is "Intelligefic which directly carries
out cognition, and the habitat of "Intelligence" ial provides origin, exis-
tence and development of "Intelligence".

In the case of the terrestrial civilization, thdget of cognition is the whole
civilization together with natural resources of thalar system providing its
origin, existence and development.
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6.2.Composition of the subject of cognition
It comprises:
1."Intelligence":

* Intellectual beings — people constituting the naiturtelligence.

» Computers, devices, equipment constituting thé@di intelligence.

* Libraries, archives of knowledge providing the stgrof methods and
results of cognition.
2.The habitat of "Intelligence™:

 The Solar system which is apparently necessary sfficient for
origin, existence and development of the subjecbghition.

« The Earth — the place of origin, initial existen@nd initial
development of "Intelligence".

« Economics, industry providing existence and develompt of
“Intelligence".

» Educational system, science, culture, which prqviole the whole,
existence and development of "Intelligence".

3. Technological functions of "Intelligence":
» Search, selection and recording of information.
« Comparison, distinguishing, identification of infioation.
» Grouping, generalization of information.
* Information compression.

6.3. Properties of the subject of cognition

The subject of cognition must provide obtaining aocompression of
information about an object of cognition, the stgriof compressed variety
of the object of cognition during a certain peraidime.

The subject of cognition must provide synchronaaf knowledge.

The subject of cognition must be compact.

Parts of the subject of cognition must not movatred to each other at
high velocity.

The subject of cognition must be a classical (nenqum) object, i.e. it
must have a substantial mass and obvious propertesleterminancy,
reproducibility, possibility of copying and obtamy the stored information
for processing.

The subject of cognition must not have excessivesntlaat can transform
it into a neutron star or a black hole.

The subject of cognition must have "inherent" atzdogic and classical
(Kolmogorov's) calculus of probability corresporglito the classical logic.

The subject of cognition must be able to discovathmmatical truth and
to compress information.

The subject of cognition must have memory and bk @b make
calculation.
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The variety of the subject of cognition must exctexicompressed variety
of the object of cognition.

6.4.Mathematics is an integral part of "intelligerce"
Discussion of the role of mathematics in the pread@scognition is based on
questions-ideas of A.D. Panov. Mathematical objempgrations with them,
statements about relations between mathematicattshjapparently, existed
before they were discovered by somebody. Evidetitlymathematical truth
exists always.

All mathematics including its undiscovered partsaissomplex system
which develops and contains the same totality @vwadge at any moment
of time, unlike the developing Universe.

Mathematics is a constant, invariable part of timeverse. Mathematics is
an obligatory required tool of a subject of cogmiti an integral part of
"Intelligence"”. Abilities of the subject of cogmti in cognition of the
Universe enhance as new mathematical laws areveissmb.

It seems likely that mastering of mathematics rseaessary condition of
existence of a subject of cognition, its propeity peculiarity. Mathematics
Is a tool of effective cognition.

The knowledge of mathematic laws and the abilityus® them can be
considered to be a criterion of attribution of &jsat to "Intelligence”.

6.5.Diameter of the subject of cognition
The property of knowledge synchronization imposesitdtion on the
diameter of the subject of cognitiohwhich must not exceed the quantity
= CT, where c is the velocity of light, r = 1/A is theaxage time between
changes (scientific discoveries) introduced inte siystem of knowledge of
the subject of cognition (synchronization of cha)gé\ is the intensity of
introduction of changes in the knowledge systerthefsubject of cognition.
Currently, A S>10 per year and r <CI per month.

In the general case, the diameter of the subjecbghition cannot exceed
a light year. Since the distance from the Eartthéonearest star Cen is 4.3
light years, the diameter of the subject of cogniti— a modern civilization
— iIs limited by the diameter of the Solar systetvo{a 10 light hours).

6.6. Classical character of the subject of cognitio
The classical character of the subject of cognifibi is able to use quantum
calculus) seems to be the basic condition of poggiland efficiency of
cognition.
The matter is thatlassical objects and systems are self-sufficierthey
can describe and model themselves or similar ocestrol themselves,
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“live" in their world. In doing so, they can alsgseuother possibilities, in
particular, quantum computers.

Description, modeling, alteration, control, "lifedf quantum objects
require classical objects — classical logic, cleslsnformation.

7. On cognizability of the Universe

7.1. Why is the Universe cognizable?
A. Einstein said in his time: "The most inexplicalbhing in the Universe is
the fact that it is explicable" (Hoffman, Dukas,729.

As was already noted, V.M.Lipunov considers that éxplain
cognizability of the Universe requires involvemesft God. He uses the
following scheme of reasoning:
1.The Universe is infinitely complex.
2.The Universe is cognizable.

3.Intelligence could not originate in the infinitedpmplex Universe.

4.Consequently, the explication of cognizability betUniverse requires
God.

At the same time, he noted that it is possible that Universe is not
infinitely complex, but he did not discuss it. YuEfremov expressed his
opinion that "the solution could be admission & thct in which G.Lemaitre
(and Spinoza earlier) was sure: our Universe isicsertly simple for us
indeed, and our intellectual instrument is proporal to our Universe in the
very nature of things..." (Efremov, 1999).

So, why are complex systems with infinite informatn cognizable?
Why is the Universe cognizable?

Cognizability of complex systems with finite infoation (finite
complexity, finite variety) including the Universés explained by
combination of the following factors:
1.Finite complexity of the object of cognition.

2.Rational, adequate structure of the subject of tiogn— a modern
civilization, "Intelligence" — the availability oimeans of measurement,
storage and processing of information.

3.Capability of the subject of cognition fazonsiderable (by many
orders) compression of information.

Mechanisms of data compression may be different ieralchical,
modular structure, use of statistical propertiegmraetry properties,
axiomatic building of theories, introduction of lawules, etc.

The considerable data compression may be exengplifie game rules.
"The game rules are of very short length in bitaf they carry huge
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information about all games that can be played'vé&8isman, 1986), and
also axioms of the group theory which code inforaratcontained in
numerous lemmas, theorems, various properties tfematical objects (as
was pointed out by G.Plesnevich).

7.2. Information volume contained in the Universe
Information volume contained in the Universe isitén The information
volume in the Universe (according to Shannon (1p@&s first adduced in
1989 in a paper by the author (Gurevich, 1989)2001 the finiteness of
information volume in the Universe was confirmed 8y.loyd (Lloyd,
2001).

In the general case, information is non-uniformwyich is stable during a
certain period of time. Information in the Univeisdormed as it expands by
virtue of the uncertainty conservation law. The ent&inty conservation law
(its informational form) makes it possible to esitenthe information volume
of such a closed system as the Universe and, theaetmaximum possible
complexity of natural and artificial systems. Ndteat the most suitable
structural units of matter for the formation ofanhation are fermions. They
obey the Pauli Exclusion Principle, therefore thenber of states in a system
of n fermions increases as their number increaseslawer than 2™. The
information volume in the system increases corredpmgly — not slower
than n. Bosons are accumulated in one state, tvereheir role in the
formation of information in the Universe is essaltyilower — proportional
to Inn. At the same time, bosons can effectively carry nmition. In
particular, photons are ideal for data transfeis fermions or, to put it more
precisely, non-relativistic fermions — baryons, atlens, neutrino — that
forms information in the Universe. Information (@& non-uniformities) is
formed by non-relativistic fermions in expansiontbé radiation Universe,
and neutrino in expansion of the Universe with prashance of matter.
Estimates show that the amount of information i thiverse is finite. At
present, the information volume in the Universeegual to ~ 1% bits.
Thereby, the complexity of physically realizablestgyns is limited. Now it
cannot exceed ~ {0bits. The estimate of the current information woéuin
the Universe obtained by S.Lloyd is also equal @™ bits.

N.S.Kardashev drew author's attention to the fhat it is possible to
create arbitrarily many low-energy photons and dhgrto generate an
unlimited amount of information in the Universe.this regard one can note
the following:

1.In the Universe there is a finite number of photerd.® per baryon (a
total of ~ 18°% (Dolgov, Zel'dovich, 1980).

2.A polarized photon with a given motion directiomtans up to 1 bit of
information; a photon with an indefinite motion etition contains several
tens of bits. All photons as well as fermions contal( bits.
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3.Creation of an infinite number of low-energy phadwith an arbitrary
lower limit of photon energy) demands an infiniteegyy.

4.1f it is considered that there is no lower limit pifioton energy and the
mass of the Universe is finite, then infinitely nggrhotons must be created
for any arbitrarily low energy level.

7.3. Estimation of the length of the direct descripon of the Universe

Estimate the number of celf6of size lin the Universe.
N=V3=(t Oc)’l°.

whereV is the volume of the Universejd the cell size;, is the age of the
Universe; c is the velocity of light.
Every cell is described by a set of such paramesarstype, number,
characteristics of particles in the given cell,@gpnumber, characteristics of
fields in the given cell. Let us consider that tN@ume of information
describing every cell depends on the cell sizeisuedjual to 10-1000 bits.
Thus, a direct description of the Universe requir@s® - 10'** bits. Length
of direct description of the Universe is much largey many orders of
magnitude) the information contained in the Unieerkd° bits <<< 16" —
10" bits.

Cell size Amount |Volume Length
of cells |estimate estimate
of info, of direct
describing |description
every cell (L)
Planck lengthy = 10¥(10"* |10 10
Proton size 0.8-18cm [10"** 100 10+°
Classical electrg10*** 100 10+°
radiusr= 2.82-10"
Electron orbital radiy10™® 1000 10t
(hydrogen atom sizeg,
=0,529-10cm

7.4. Relation between units of information, entropyand energy
In this section we analyze relation between urfitgformation, entropy and
energy on basis of results given in the paperstiijuBn (1960), Valiev and
Kokin (2001). The information volume | is measumedits (binary units). If
a system has n equiprobable states, then the iafmmvolume obtained in
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realization of one of the alternatives (containedhie system) is equal to the
logarithm of the number of states in which the eystan be: | = logn.

1 bit is an information volume obtained in realiaatof one of two
equiprobable alternatives: |Ebit =log, 2=1.

The information volume is measured in dimensioniests.

The physical entropy is measured by the logarithinthe number of
microstates in

which the system can be S = 1dg, whereSis the system entropy;is the
Boltzmann constant; P is the statistical weight (tumber of elementary
complexes, microstates).

The entropy dimensionality is erg/degree (the endmpensionality
divided by the temperature dimensionality).

If the system has two states, then the systemmniscequal to

S =xIn2=1.38+108%N 2 erg/degree = 1.38 tdIn 2J/K

l.e. the entropy unit is the Boltzmann constanttiplig#d by natural
logarithm of two.

One can show that the information volume in thetesys of two
equiprobablestates is equal to one bit in information units andqual to the
Boltzmann constant multiplied dyn 2 in the entropy units. In this sense 1 bit
is equal to the Boltzmann constant.

When measuring the state of a system being in &ic@n with
temperature T with the help of a quantum of enetgyt is necessary that
this energy- be higher than the level of black batjiation kT.

E=h>=kTIn2
The same quantity of energy is necessary to ranfmdnmation, i.e. the
recording of 1 bit of information requires energyt fess than
E=kTIn2=10" erg= 10% Joule.
The recording of 1 bit requires mass not less than
Mpit = Eoi/¢* » 10%3Joule/(9-16°m?/c?) = 10%g.

7.5. Estimation of mass required to record informaibn contained in the
Universe

As was shown in the previous section, the energyired to transfer, to read
and to record one bit cannot be lower tk&in2.

At present, the temperature of the Univers@ts~ 3 K, therefore, the
energy necessary for transferring or recording loiheés currently equal to
k3In2.

Consequently, now the energy necessary for tremgjeor recording
one bit cannot be lower tha,,, ~ 3 * 10?2 Joule /bit.

Let I, be an information volume generated in our Univexisthe present
time. According to Gurevich (1989), Lloyd Seth (200, « 10”bits.
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So, the energy required for transferring or requgdill information in the
Universe is currently equal B, « 10%its 3 « 10*° Joule/bit =3 « 10"
Joule.

The mass required for transferring or recording iabrmation in the

USBL\I/(erse is currently equal toy, = E/c = 3 1067 Joule/(9 16%¢%) = 3
107kg.

7.6. Modern estimates of density of the Universe
Modern estimates of density of the Universe shoat this close to critical
(Pavlyuchenko, 2002). The critical density of thaiwgrse is equal to 10
#glcnt (the proportion of baryons being several per ceftle size of the
Universe (the Hubble distance c/H) is equal t6® bbn. The volume of the
Universe is equal to £bent.

Consequently, the mass of the universe is M@0

This means that the mass required for transferongrecording all
information in the Universe is approximately 100ds less than the mass of
the Universe and is approximately equal to the mébsrryonsmn,/My ~102.

Thus, an observer with a variety of 100 times asllsas the variety of the
Universe is capable to represent in himself albrmfation contained in the
Universe — the Universe is cognizable. But this epasr cannot be a
compact object. Therefore, in the process of cagnibf the Universe,
considerable data compression must be carried outognition must be
effective.

7.7.The Universe is effectively cognizable
Statement 4The Universe is effectively cognizable.
Proof.

1.Experience testifies that the Universe is cognizdhy the terrestrial
civilization.

2.At present time the mass necessary to record &drnvation of the
Universe is estimated as3 « 16%g.

3.Since one can consider that the mass of the maxeitization — the
subject of cognition of the Universe — does noteextthe mass of the Solar
systemMs ~ 2.0 » 10kg, the process of cognition compresses the vadkty
the Universe not less than®?2@imes. The variety (information) compression
ratio in the process of cognition of the Universaot less thak = 16%. In
accordance with Statement 4, this just means lgatUniverse is effectively
cognizable.

4. Suppose that all information about the Universecontained in
"Intelligence". The mass of "Intelligence" is eqt@ithe mass of intellectual
creatures and devices -Migi ~ 10%g. Then the process of cognition
compresses the variety of the Universe more thdfl ties. The variety
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(information) compression ratio in the processagration of the Universe is
not less that = 10%,

5.Assume that all information about the Universecontained in the
"Theory of everything". The mass of the "Theoryevkrything" is equal to
the mass of a physical encyclopedidvy, ~ 10°kg. Then the process of
cognition compresses the variety of the Universeentban 1¢ times. The
variety (information) compression ratio in the pres of cognition of the
Universe is not less than k =0

As was noted in section 3, the cognizability in @gknse includes also a
possibility of creation, construction and contrbtomplex systems.

7.8. On creation of universes

The question about creation of universes is alrebding discussed.
Yu.N.Efremov and A.N.Chernin (2003) discuss theaidd# E.Harrison of
creation of universes. "The prominent American casgist E.Harrison
(1985) suggested the idea of creation and natwigicson of universes
containing intelligent life. Theoretical ways ofeting universes are already
known. One has only to learn to create black hivtas elementary particles
with energy of order of 0 GeV by only 13 orders more than in our most
powerful accelerators... Expanding into some o#pace, these holes turn
into universes... Intelligent life creates new @nges in an initial universe.
Harrison believes that physical conditions in tlegvrcreated universe would
be the same as in the initial one and will be dlatéor life of the same type
as the initial one to originate. And this processtmues eternally. Universes
which are the most favorable for intelligent lifieeaelected as being capable
for reproduction... Note that this hypothesis agplains the cognizability of
our Universe for us. It is created by beings whosellectual processes and
notions are similar to our's in principle, since ave, in a sense, their distant
descendants. Harrison concludes that a question evhated the first
universe suitable for existence of beings simibaus remains open. One can
appeal either to the theistic principle — the extadural beginning or to the
conception of existence of an ensemble of manyarses with very different
physical laws including those corresponding to aspmlity of origin of
intelligent life which afterward creates universasilar to the initial one. In
our opinion, there is no need in the first hypothielk any case, most cos-
mologists are sure that universes can be genepgtdiem-selves, and their
origin is in quantum fluctuations of primeval vaowt Recently it has
become known (Proceedings of science, 2005) thaerian scientists
created a black hole under the laboratory conditidynder the terrestrial
conditions the black hole existed one billionth tpaf a nanosecond.
Researchers used a special device (a relativisitelerator of ions) in
Brookhaven National Laboratory of New York. As autk of collision of two
ions of gold in the accelerator, their nuclei deschinto quarks and gluons. In
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its turn, the particles formed a sphere of quadegl plasma which,
unexpectedly for everybody, started absorbing gagigenerated because of
the collision of nuclei. A black hole originateds temperature exceeded the
temperature of the Sun 300 million times.

7.9. On control of the Universe

The highest form of cognition of systems is thetomnof them (as was
pointed out to the author by V.S.Zhozhikashvilt).should be noted that
V.A.Lefevre was, apparently, the first to suggese mf the methods of
controlling the matter distribution in the Univer@gindilis, 2004; Reference
book on the automatic control theory, 1987). "Lstimagine that to avoid
the gravitational collapse the subjects start gjgcimatter from clouds of
galaxies for the purpose of decreasing their dgnéitconcrete strategy of
correction could be as follows: every subject gjeunatter "packed as black
holes from the central part of its galaxy with doedy sufficient for it to
leave the cloud of galaxies. By such joint effaie subjects change the
character of matter distribution in the Universe #mus prolong time of their
existence. Leaving aside the problem of coordimatb joint efforts, there
are no restrictions from physical laws which woufmrevent from
implementation of this project.”

It is necessary to learn the formulation and sotutif problems of control
of universes by the method of the control theoryagBishvili, 2003;
Reference book on the automatic control theory,7198et us consider as an
example the case of the uniform universe whichescdbed by the Einstein
equation
! Certainly, here the case in point is a metaphbe Jenerated configuration
iIs not a "real" black hole — a collapsed body sumded by a horizon of
events.

(MacVittie, 1961):

1
2 2 2
dR:R()(c p ke +/\]2

dt 3 R 3
A is the cosmological constant;)(:snzG where G is the gravitational
C

constant;p is the density of the Universk;= +1, -1, 0; c is the velocity of
light; Ris the current radius of the Universe. The uséhefdynamic model
of the Universe for description of an object of tohgives us an opportunity
of classical formulation of control problems. Inrfpeular:

1.Einstein's nonlinear equations define the dynamidke Universe.

2.Time of expansion of the Universe from radReto radiusR and the
mass of the Universe can be considered as crdaéoptimality.

3.Restrictions of the number of different types oftigées in the Universe,
the duration of the stages of development of thevéfee can be regarded as
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limitations.

4.As controlled parameters, one can regard the caguoall constant A,
the density of the Universe, the mass distribuiothe Universe (in the last
case the dynamics of the Universe should be desthly Einstein's tensor
equations).

The solution of problems of the optimal controltieé Universe will make
it possible to estimate the development of the Ersg and show the ability
of "Intelligence" to control it.

8. Conclusion

The aforesaid allows us to make the following cosidns.

1.At the present time most of the researchers are st nature is
cognizable — the description, measurement, undeifstg and explanation
of physical objects, interconnections, phenomend processes in the
Universe whole are possible.

2.The informatics laws allow introducing precise d&fons of
cognoscibility, of cognoscibility in a wide sensé,effective cognoscibility.
It also allows using quantitative methods when gl cognoscibility of
complex systems.

3.In view of limitation of the observer variety, thefinitely complex
systems cannot be cognized in full measure.

4.The systems with finite information are cognizabtgh by an external
observer and by an internal one having sufficieatiety at a definite
compression ratio of the system variety.

5.The subject of cognition must be a compact claksiggct proficient in
mathematics and classical logics.

6.The Universe as a system with finite informationcegnizable being
cognizable effectively.

7.In the course of cognition of the Universe by "ligence" a
considerable (by tens of orders) compression @fmétion occurs.

8.Cognoscibility of the Universe can be explainedhaitt involving God.

9.Cognoscibility of the Universe in a wide sense nsthe stage of
investigation. The black hole was just created. Thecussion of the
problems control of the universes and their develpt has been started.

The author thanks N.S. Kardashev, V.M. Lipunov, ARanov, L.V.
Gindilis, G.M. Beskin for their interest in the mke under discussion, for
remarks and recommendations, for allocation ofghmary variant of the
paper at the site http://www.pereplet.ru and foroaportunity to speak at a
seminar on cosmic philosophy of SETI SCS togethéh wihe section
"Search of extraterrestrial intelligence? of NSARAnd at the conference
"Horizons of astronomy and SETI".
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ON A POSSIBILITY OF SAVING “INTELLIGENCE” IN COSMIC
CATACLYSMS

(Gurevich 1.M. On the possibility of preserving tHeeason" in the cosmic
catastrophesin Russian/Bull. Special Astrophysical Observatory,
Vol. 60-61, 2007. Pp. 173-174.

http://w0.sao.ru/Doc-k8/Science/Public/Bulletin/86t61)

There is a definite probability that existencehad terrestrial civilization (TC)
may be discontinued in the near future by collissbthe Earth with a massive
cosmic body or by high-intensity cosmic radiatidhat is why, it appears to
be reasonable to discuss the problem of savinglliggénce” and to define
ways of its solution on the basis of the featufeth® cognition process of the
Universe (Gurevich, 2004; 2006). The problem ofrsgvintelligence” is one
of the SETI problems and it cannot be solved withouolving scientists of
different professions: astrophysicists, radio ptigss, biologists,
psychologists and physicians, experts in cosmicineegng, and also
informatics and education.

Two stages of cognition of the Universe can be exdudut.

Formation of “Intelligence”. The duration of thikage can be estimated from
the time that has passed since the moment of odfilife (the birth of
prokaryote) — 3.8 billion years (Panov, 2004), oonf the time of the
beginning of the solar system formation — 5 billg@ars, or from the time of
existence of the Universe — 15 billion years.

The cognition itself of the Universe by “Intelligesi and the development of
“Intelligence” in the process of cognition of theni\lerse. The beginning of
the scientific cognition of the Universe may appésebe reckoned from the
beginning of cognition of mathematical laws by #@. The duration of this
stage can be estimated from known archaeologichhgstorical data at only
several thousand years. During this time “Intelige’ considerably (by many
orders) has compressed and is still compressinghtbamation contained in
the Universe (18 bits) (Gurevich, 2004; 2006).

The secondary formation of “Intelligence” is higigprobable. That is why it
IS necessary to do everything possible to presémtelligence”. The
following solution is offered: creation and usadgecognizing complexes —
minimal subjects of cognition (MSC). To keep resuf cognition and of the
cognition process itself (“Intelligence”) it is syested that several “minimal”
subjects of cognition to be formed and placed an Earth, the Moon, the
planets of the solar system and launched to optareswith making provision
for periodic corrections of their data bases by tdreestrial civilization and
starting independent operation of the MSC in treedhe TC is ruined.



173

It is worth noting that the mankind has alreadyrbselving a problem of
saving “Intelligence” in cataclysms. Several thousgears ago the Noah's
Ark saved the incipient terrestrial “Intelligencedbm the Flood. The minimal
subject of cognition is the Noah’s Ark of our daykich is meant to save
“Intelligence” in cosmic cataclysms. The MSC cotssisf the already formed
“Intelligence” and minimal resources for its sema

1. The formed “Intelligence” is:

Thinking beings — people constituting the natungtliligence.

Computers, devices, equipment constituting thé&aati intelligence.

Libraries, storages of knowledge providing the istprof the methods,
technologies and results of cognition.

Educational means.

Facilities for the receiving and integration of th€é knowledge acquired after
the beginning of independent functioning of the MSC

Facilities of MSC activation by signals from theréstrial civilization or by an
independent decision.

2. Minimum resources of servicing the cognition proess (a minimum
required habitat of “intelligence”) is:

Facilities of the energy supply and life mainter&anc

Motion aids.

Means of colonization of extraterrestrial objectsr (example, planets in
different stellar systems).

Note some peculiarities of the problem of savingé€lligence”.

The saving of “Intelligence” along with cognitiorrgper must become a
priority problem of the Terrestrial Civilization.

The Minimal Subject of Cognition cannot be automalti should necessarily
involve people.

The placement of the MSC in the Universe is “ahfligvithout return”
(Gindilis, 2004).

The problem of saving “Intelligence” by forming tmeinimal subjects of
cognition is solvable to a great extent at presBesides, the solution of the
problem of forming a minimal subject of cognitioanniot be postponed. In
this connection we propose to include the problefresaving “Intelligence” in
the Russian and international SETI programs for rbarest 10-20 years.
These are the problems which can be solved on Earthithin the solar
system:

Selection of knowledge and means of cognition uticlg the education
medium for the MSC.

Creation of an MSC prototype (a functional model).

Formation, training and permanent work of MSC pigie crews.

Modeling the process of the Universe cognitionh®y TC with the help of the
MSC prototype.
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Participation of the MSC prototype in the procesthe Universe cognition.
Forecast of cosmic cataclysms threatening the sptiem.

Determination of the minimal required number of MS@ the Universe.
Determination of the most reliable places for lawatof MSCs (“a
backwater”).

Computation of MSC flying paths for allocation inet nearest part of the
Universe.

Creation of a protected MSC on the Earth.

Creation of a MSC on the Moon.

Creation of a MSC on one of the planets of thersylstem.

When launching spaceships toward the planets ddlae system and making
colonies it is necessary to implement decisiorséaing “Intelligence” and to
realize the MSC fragments.

The problem of saving “Intelligence” is much in aman to the problem of
implementation of interstellar missions. That isyydhe mankind readiness to
interstellar missions is so important. Various asp®f the organization of
interstellar missions are considered — the memieraimber, possible con-
trol structure, choice of a spaceship, flight vélgccomfort for the crew, food
supply, readiness to flight, etc. Specific solusi@re suggested and ready to
implementation. Along with that, before startinglrmterstellar missions, a lot
of scientific, technical and social problems shooé solved. This will take
many years. But this is already the foreseeabledut

As the solutions of suggested tasks are perfornmedtiae TC is ready to
interstellar missions, several MSCs should be laeddnto the Universe.

The simulation of the process of cognizing the @rse and the performance
of the MSC will make it possible to get an expemtaé answer to the question
put by V.M.Lipunov “Why does the cognition of theniderse demand only
several thousand years and only a few geniusesl?also pose fundamental
limitations on minimum of the necessary resouraestlie cognition of the
Universe.
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WHAT ARE THE SIMILARITIES AND DIFFERENCES
BETWEEN CIVILIZATIONS IN THE UNIVERSE?

(Gurevich I. What Are The Similarities and DifferescBetween
Civilizations in The Universe?
Third IAA Symposium on searching for life signatsire
St. Petersburg, Russia, 2011. Programs and AbstiRadio)

1. Introduction

What will happen when the Earth civilization withrme into contact with
an extraterrestrial civilization? Will we be able éxchange information?
Whether we can understand each other? Will we h@futé¢o each other?
What is needed to "speak"? Where to start? Thergeaaswer to these
questions is given in the axiom of B. Spinoza, folated by him during the
years 1662-1667. "Things which have nothing in cammmay not be
knowable one through another, in other words -eggntation one does not
contain representation of the other" [1].

In other words, if civilizations have nothing inmmon, they will not be
able find any form of interaction.

2. Common to all civilizations in the Universe

2.1. Cosmic microwave background radiation.

2.2. Starry Sky.

2.3. Elementary Particles

2.4. Atoms

2.5. Molecules

2.6. Mathematics and Informatics, common to aliliz&tions

2.7. Physics, common to all civilizations.

2.8. The same fundamental limitations on the anwiftmemory and
productivity of natural and artificial systems.

2.9. Identical information characteristics of agdtions (the amount of
memory, the volume of information produced per ohitime).

3. Major potential differences among civilizationsn the Universe

3.1. Starry sky - a local picture

3.2. Chemistry is not common to all civilizatiol@oncrete implementation
of chemistry as a science is determined by theipalysonditions at the site
of origin and development of civilization.

3.3. Various inanimate nature and different andiedaitypes of life (as

determined by physical and chemical processes fireyat the site of

occurrence and development of civilization).

3.4. Variety of languages.
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3.5. Cultural differences.
3.6. Diverse social fabric.

4. Interaction organization guidelines

4.1. Search for Extraterrestrial Intelligence ($amphysical conditions).

4.2. Messaging (overall picture of the Universethe cosmic microwave
background. Mathematics. Informatics. Physics).

4.3. The optimum technology of interaction (stagtitom the region of
maximum generality, then in descending order ofegality, combined with
a mutual process of learning taking into accouatabsmic distances).

Fortunately, along with many binding differencesciwilizations in our
Universe there should be very much in common. Thea<ivilizations in our
Universe can interact.
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